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#### Abstract

For the visual odometry (VO) and simultaneous localization and mapping (SLAM) in indoor environments, highlevel geometric features have attracted more and more attention in recent years. Unlike the generally used point features, the geometric features, such as planes and lines, encode more higher-level semantic information of the scene which is beneficial for various tasks of mobile robots. In this article, an RGB-D VO system with hybrid high-level geometric features is developed. An interpretation tree (IT)-based hybrid feature association framework is proposed, which turns the feature association into a multiple-hypothesis decision problem. The IT expansion method is elaborately designed. Specifically, an internode consistency is proposed for generation of hypotheses and a consistent transformation model (CTM) for each hypothesis is explicitly expressed and incrementally updated. When the IT is constructed, a closedform solution to the feature association and the camera transformation can be obtained. Then, a hybrid feature joint optimization method is introduced to further refine the pose estimate and parameters of geometric features. During optimization, the planes and lines are appropriately parameterized and the uncertainties arising from feature extraction are derived and used to balance the contributions of two types of features in the cost function. Extensive experiments are executed on public datasets and the results demonstrate that the proposed method can achieve higher accuracy and stronger robustness.


Index Terms-High-level geometric features, joint multifeature association, RGB-D visual odometry (VO).

## I. Introduction

VISUAL odometry (VO) and simultaneous localization and mapping (SLAM) are important tasks in robotics [1]-[3]. In VO and SLAM systems, point features have been widely used and remarkable performance is achieved [4]-[6]. However, in low-textured environments, point features are scarce or not well-distributed in the image, and in this
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case, point features are ineffective to localize the camera and represent the structure of the environment [7]-[9]. In recent years, high-level geometric features have been exploited in VO and SLAM [10]. They can be combined with point features to gain robustness to low-textured environments as well as varying illumination conditions [7], [11]. Man-made environments are often dominated by objects from which the highlevel geometric features, such as planes and lines, are easy to be extracted [7], [12], [13]. Compared with point features, geometric features are less numerous [14] and less sensitive to illumination changes and position ambiguity [13]. Moreover, the geometric feature-based map is more semantically meaningful compared with the point feature-based map, such as the Manhattan planes and edges in a man-made environment, which convey the high-level semantic information about the general geometric structure of the scene and are beneficial to high-level tasks of robots [15]-[17].

Two issues are raised in VO using high-level geometric features in 3-D space: establishing feature correspondences across successive frames, and properly parameterizing the features in the optimization. The existing methods for association of geometric features (planes and lines) in 3-D space can be classified into two categories, i.e., nearest neighbor (NN) search-based methods [8], [16], [18] and RANSAC-based methods [12], [14], [19].

For the NN search-based association, the best match for each feature is selected via an NN search using a predefined distance measure. The distance measure for plane features is often defined by geometric constraints (e.g., angles between plane normals and difference of distances from the origin to the planes) and the projection overlapping between planes [8], [16], [20]. For line features, the NN search-based association is mostly accomplished using the similarity between the visual descriptors extracted from the image. The line band descriptor (LBD) [21] is the most commonly used one in VO and SLAM systems [7], [13]. The NN search-based methods can also be used for the association of multiple features. For instance, plane and line features were used together in [11] and they were associated using the NN search based on the aforementioned distance measures. Nevertheless, the two different features were treated separately in the association and the geometric constraints between them were not considered. As a result, it may occur that the associated geometric features cannot be aligned by a common transformation of the camera because of incorrect correspondences. During the pose estimation, the associated features are usually jointly

TABLE I
Comparison Between Different Association Frameworks for Geometric Features in 3-D Space

|  | NN search | RANSAC | our framework |
| :--- | :---: | :---: | :---: |
| Consistent under a com- <br> mon transformation | $\times$ | $\checkmark$ | $\checkmark$ |
| Closed-form solution | $\checkmark$ | $\times$ | $\checkmark$ |
| Selection of feature pairs <br> to determine consistent <br> transformations | - | Randomly <br> sampled pairs | All the <br> hypothesized <br> pairs |
| Computation of consis- <br> tent transformations | - | Re-computing <br> in each <br> iteration | Incrementally <br> constrain the <br> solution |

optimized. Thus, if correctly associated pairs are not sufficient to dominate the optimization, a fatal error may occur which might cause a disastrous breakdown of the whole system.

For the RANSAC-based association, a transformation model is computed using a set of randomly sampled correspondences and this process is iterated until sufficient inliers are obtained. In [12] and [14], plane and point features were associated via a RANSAC framework in case that plane features were insufficient for pose estimation. In [19], RANSAC was applied to associate the lines extracted from images and estimate the camera poses, which were further refined by nonlinear optimization. For the RANSAC-based methods, the associated features are ensured to be consistent under a common transformation model and can be used in the subsequent optimization. Nevertheless, the RANSAC-based association has three major disadvantages. First, the RANSAC is an iterative process, of which the runtime and convergence are sensitive to thresholds and the ratio of inliers. Second, in each iteration, the feature pairs used to determine the transformation model are randomly sampled. Thus, the possibility remains that the final consensus set is compatible with an incorrect model [22], [23]. Third, the hypothesized transformation model for each iteration is recomputed using newly sampled pairs and the constraints provided in the previous iterations are discarded, causing the waste of computing resources and slow convergence speed.

To fully address the aforementioned issues, a novel framework is proposed in this article for the association of multiple high-level geometric features and the comparison with the existing frameworks is shown in Table I. Compared with the NN search-based methods, both the RANSAC-based framework and the proposed framework guarantee that the associated features are consistent under a common transformation of the camera. Compared with the RANSAC-based framework, all the possible hypotheses are properly structured in our framework and an optimal solution can be determined in a closed form. Furthermore, instead of recomputing the transformation model using the randomly sampled feature correspondences, the transformation model corresponding to each hypothesis is incrementally updated in our framework.

The association framework proposed in this article is based on the interpretation tree (IT). An IT structure is spanned by all possible solutions to the data association problem [24].

The feature correspondences can be found by a constraintbased search in the IT. In [25] and [26], the IT was used to associate the line segments in 2-D space. The constraints applied for the tree search were based on the relation table, which was proposed as a representation of geometric patterns of line segments. In [27], the location-independent constraints were applied and the location of the robot was estimated for each hypothesis once the location can be fully constrained. Then, the location-dependent constraints were applied to further reduce the search space of the IT. Another important application of ITs in data association is the joint compatibility branch and bound (JCBB) algorithm proposed in [28], which traverses the IT in search for the hypothesis with the largest number of jointly compatible feature pairings. The JCBB algorithm has been adopted by 2-D SLAM systems performed in an EKF framework [29]-[32]. However, the IT structure has never been used in the joint association of multiple geometric features in 3-D space. Furthermore, though all the hypotheses can be traversed in the aforementioned IT-based association methods, they cannot provide an explicit relation of the constrained subspace of robot poses to the spatial configuration of features, which is significantly beneficial to the active observation and navigation of a robot. In contrast, in our framework, the problems of feature association and pose estimation are solved simultaneously in an incremental manner, and the constrained subspace of robot poses corresponding to each associated pair is explicitly represented.

The parameterization is another fundamental problem in the VO and SLAM systems using geometric features. In general, unlike point features, no dominant method is available for parameterization of high-level geometric features in 3-D space. The homogeneous coordinates were utilized to parameterize the plane in 3-D space [12], [23]. The Hessian normal form uses the unit normal and vertical distance from the origin to the plane to represent the plane [33], [34]. The closest point ( CP ) from the plane to the origin was used in [11], [35], and [36]. The unit quaternion parameterization with a minimal representation was employed in a factorgraph formulation of SLAM problems [37]. The minimal representation was used to update plane parameters during the factor-graph optimization. In this way, the parameters of planes can be estimated in the general graph-based SLAM systems [16], [20]. As for line features, the coordinates of end-points were usually adopted to represent a line [7], [10], [11], [38]. The Plücker coordinates [23] were also widely used for the geometrically simple representation of line transformations in 3-D space [33], [39], [40]. However, the Plücker coordinates are overparameterized which are inappropriate for the optimization of line parameters. Therefore, in the works of [13] and [41], an orthonormal representation proposed in [42] was used in the optimization process. The orthonormal representation is a minimal and decoupled representation and the conversion between the orthonormal representation and the Plücker coordinates is quite simple.

In this article, we develop an IT-based VO system with association and optimization of hybrid features (IT-HYFAO-VO). A novel framework is proposed based on the IT structure to associate multiple types of geometric features simultaneously.

All the possible pairs of features are organized in an IT structure, with each node representing a possible correspondence of features and an interpretation being a path from the root node to a leaf node, i.e., a set of feature correspondences. During the generation of interpretations, an internode consistency is defined between two nodes such that the feature correspondences represented by these two nodes can be aligned by common transformations of the camera. For any existing interpretation in the IT, any two nodes in the interpretation satisfy the inter-node consistency and the transformations that align the two nodes are explicitly expressed. Then, a consistent transformation model (CTM) is proposed for an interpretation, which consists of the transformations that can align the associated features represented by all the nodes in the interpretation. The CTM is incrementally updated as more nodes are added to the interpretation. After the association of geometric features and the calculation of the camera pose transformation, a hybrid feature joint optimization is introduced to further refine the camera pose and the parameters of the geometric landmarks. The original contributions of this article are summarized as follows.

1) An IT-based framework is proposed for the association of hybrid geometric features, which structures all the possible hypotheses with an IT and the optimal solution can be determined in a closed form. To the best of our knowledge, this is the first feature association algorithm to combine two types of different geometric features (planes and lines) in 3-D space into one unified framework. In addition, the proposed framework is theoretically extensible to other types of parameterized geometric features.
2) An incremental IT construction algorithm based on the internode consistency computation and CTM update is proposed. Specifically, through the computation of the internode consistency, the interpretations in the IT are generated. With the increase of each interpretation, the CTM is incrementally updated along with the construction of the IT, which can gradually constrain the feature association and pose estimation. After the construction of the IT structure, the closed-form solutions to the feature association as well as the camera pose estimation can be obtained simultaneously.
3) A scheme of hybrid feature joint optimization is proposed to refine the camera pose estimate as well as the parameters of the plane and line features, given the results of feature association and the initial estimate of the camera pose. The uncertainties arising from the extraction of the two types of features are computed to well balance the two different components in the joint optimization process. As a result, an accurate and robust VO system can be achieved.
The rest of this article is organized as follows. The system overview is presented in Section II. The IT-based hybrid geometric feature association is proposed in Section III. The hybrid feature optimization is presented in Section IV. Extensive experimental evaluations are presented in Section V. Conclusions are drawn in Section VI.


Fig. 1. System overview.

## II. System Overview

The architecture overview of the IT-HYFAO-VO is shown in Fig. 1, which consists of three main components, i.e., feature extraction, IT-based hybrid feature association, and hybrid feature joint optimization.

The feature extraction module outputs the geometric features (planes and lines) extracted from RGB-D images. It should be noted that any plane/line extraction method can be used here as long as the 3-D planes/lines can be extracted in the camera coordinate system. In the implementation, the plane features are extracted from the depth image captured by an RGB-D camera, with the plane segmentation method [43] implemented in the Point Cloud Library (PCL). For the line feature extraction, the 2-D lines in the image are extracted from the RGB image by the LSD algorithm proposed in [44], which are projected into the 3-D space using the depth information to yield the 3-D line features. The plane and line features extracted from successive frames are fed into the IT-based hybrid feature association module and the hybrid feature joint optimization module, respectively. In the feature association module, the hypotheses about possible associations are organized in an IT structure. The interpretations in the IT are generated through the computation of the internode consistency to guarantee that any two nodes in an interpretation can be aligned by common transformations of the camera. For each generated interpretation, the CTM is incrementally updated. After construction of the IT, the resultant CTMs give all the associated feature pairs in an interpretation and the corresponding camera transformation, which are fed into the hybrid feature joint optimization module. In the hybrid feature joint optimization module, the plane and line features are properly parameterized for the nonlinear optimization and their uncertainties are estimated to well balance their contributions in the joint cost function. A more accurate camera pose estimate as well as a map composed of geometric landmarks are obtained through the joint optimization process.

## III. IT-Based Hybrid Feature Association

The IT-based hybrid feature association plays a central role in the IT-HYFAO-VO, which outputs feature correspondences


Fig. 2. First two levels of a full IT structure.
and the estimated camera pose simultaneously. The hypotheses about possible associations of multiple geometric features are organized in an IT structure and the inherent geometric properties of features are fully exploited. We design a novel algorithm for the incremental construction of the tree. A new node is added to an interpretation if the internode consistency is satisfied, which is computed in Section III-A. For each interpretation, a CTM is incrementally updated to make sure that there exists a common transformation that aligns all the feature pairs. The CTM is introduced in Section III-B.

For the sake of clarity, we first define the notations used in this section. A geometric feature is represented by $\mathcal{F} \in\{\pi, \mathcal{L}\}$ which can be either a plane feature $\pi$ or a line feature $\mathcal{L}$. $\pi=\left[\boldsymbol{n}^{T}, d\right]^{T}$ is the plane feature extracted from an RGB-D scan with $n \in \mathbb{S}^{2}$ being the unit normal vector and $d \in \mathbb{R}$ the vertical distance from the origin to the plane. And $\mathcal{L}=$ $\left[\boldsymbol{u}^{T}, \boldsymbol{v}^{T}\right]^{T}$ is the line feature, where $\boldsymbol{u} \in \mathbb{R}^{3}$ is a vector with its direction orthogonal to the plane defined by the join of the line and the origin, and its norm equal to the vertical distance from the origin to the line, and $v \in \mathbb{S}^{2}$ is the unit direction vector of the line. The coordinate system in which the feature $\mathcal{F}$ is described as denoted by the subscript. In this section, we suppose that the IT is constructed for a frame-to-frame registration and the current and reference frames are denoted by the subscripts $c$ and $r$, respectively.

The IT (Fig. 2) is a data structure that can be used to match features or geometrical primitives in two different coordinate systems. Each node $\mathcal{N}=\left(\mathcal{F}_{c}, \mathcal{F}_{r}\right)$ in the IT represents a correspondence between a feature $\mathcal{F}_{c}$ from the current frame and a feature $\mathcal{F}_{r}$ from the reference frame. An $n$-interpretation $\mathcal{P}_{n}=\left\{\mathcal{N}^{n}, \mathcal{N}^{n-1}, \ldots, \mathcal{N}^{1}\right\}$ is a path from the root node to a node at the $n$th level of the IT, which is a set of $n$ pairings of features from two frames. Note that, $\mathcal{N}^{j}, j=1, \ldots, n$ can be any node at the $j$ th level. Because the nodes are handled within an interpretation through this section, we omit the indices that label different nodes at the same level for brevity. The constructed IT has $N_{r}$ levels in total, where $N_{r}$ is the number of features in the reference frame. All possible pairings of the $j$ th $\left(j=1, \ldots, N_{r}\right)$ feature in the reference frame with the features in the current frame are at the $j$ th level of the tree. The branching factor at each node is $N_{c}$ which is the number of features in the current frame, i.e., each node can have $N_{c}$ descendants at most. Fig. 2 shows the first two levels of a full IT structure, which contains all the possible associations of the features observed in two different camera frames. It is clear that the full IT is highly redundant [45] and includes plenty of incorrect associations.

## A. Internode Consistency

The internode consistency is proposed as a judgment to determine whether a new node $\mathcal{N}^{n+1}, n=1, \ldots, N_{r}-1$ can be added to an existing interpretation $\mathcal{P}_{n}$ in the IT. That is to say, if the internode consistency between $\mathcal{N}^{n+1}$ and any node $\mathcal{N}^{i}, i=1, \ldots, n$ in $\mathcal{P}_{n}$ is satisfied, the node $\mathcal{N}^{n+1}$ will be added to $\mathcal{P}_{n}$ yielding $\mathcal{P}_{n+1}$. The internode consistency guarantees that for any two nodes that are in the same interpretation in the IT, the corresponding two pairs of features can be aligned by common transformations of the camera. Together with the CTM presented in the next subsection, the association of features and the localization of the camera can be achieved directly after the IT is constructed.
Definition 1 (Internode Consistency): Given two nodes in an interpretation $\mathcal{N}^{i}=\left(\mathcal{F}_{c}^{i}, \mathcal{F}_{r}^{i}\right)$ and $\mathcal{N}^{j}=\left(\mathcal{F}_{c}^{j}, \mathcal{F}_{r}^{j}\right)$, if there exist (unique or multiple) rigid transformations $\boldsymbol{R} \in \mathbb{S O}(3), \boldsymbol{t} \in \mathbb{R}^{3}$ in 3-D space such that

$$
\begin{align*}
\mathcal{F}_{c}^{i} & =T\left(\mathcal{F}_{r}^{i}, \boldsymbol{R}, \boldsymbol{t}\right) \\
\mathcal{F}_{c}^{j} & =T\left(\mathcal{F}_{r}^{j}, \boldsymbol{R}, \boldsymbol{t}\right)  \tag{1}\\
T(\pi, \boldsymbol{R}, \boldsymbol{t}) & =\left[\begin{array}{cc}
\boldsymbol{R} & \mathbf{0}_{3 \times 1} \\
-\boldsymbol{t}^{T} \boldsymbol{R} & 1
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{n} \\
d
\end{array}\right] \\
T(\mathcal{L}, \boldsymbol{R}, \boldsymbol{t}) & =\left[\begin{array}{cc}
\boldsymbol{R} & {[\boldsymbol{t}]_{\times} \boldsymbol{R}} \\
\mathbf{0}_{3 \times 3} & \boldsymbol{R}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{u} \\
\boldsymbol{v}
\end{array}\right] \tag{2}
\end{align*}
$$

where $T(\mathcal{F}, \boldsymbol{R}, \boldsymbol{t})$ denotes a 3-D transformation of feature $\mathcal{F}$ via $\boldsymbol{R}, \boldsymbol{t}$ defined in (2) and $[\boldsymbol{t}]_{\times}$represents the skew-symmetric matrix corresponding to the vector $t$, then $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$ are internode consistent under $\boldsymbol{R}, \boldsymbol{t}$.

As seen from Definition 1, given two nodes in an interpretation, we need to solve (1). If the solution set $\mathcal{S}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \mathcal{F}_{c}^{i}=\right.$ $\left.T\left(\mathcal{F}_{r}^{i}, \boldsymbol{R}, \boldsymbol{t}\right), \mathcal{F}_{c}^{j}=T\left(\mathcal{F}_{r}^{j}, \boldsymbol{R}, \boldsymbol{t}\right), \boldsymbol{R} \in \mathbb{S} \mathbb{O}(3), \boldsymbol{t} \in \mathbb{R}^{3}\right\}$ is not empty, the nodes $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$ are internode consistent according to the definition. Because the solution to $t$ does not affect the value of $\boldsymbol{R}$, the internode consistency can be decoupled into rotation consistency and translation consistency. To this end, we first solve for the rotation consistency and then the translation consistency.

1) Rotation Consistency: For geometric features, the rigid rotation in 3-D space can be formulated as $\boldsymbol{e}_{c}=\boldsymbol{R} \boldsymbol{e}_{r}$, with $\boldsymbol{e}$ being the unit direction vector of the feature $\mathcal{F}$. Specifically, $\boldsymbol{e}=\boldsymbol{n}$ when $\mathcal{F}=\pi$ and $\boldsymbol{e}=\boldsymbol{v}$ when $\mathcal{F}=\mathcal{L}$. Known from (1) and (2), given two nodes $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$, we need to solve for the rotation $\boldsymbol{R} \in \mathbb{S O}(3)$ that satisfies

$$
\begin{equation*}
\boldsymbol{e}_{c}^{i}=\boldsymbol{R} \boldsymbol{e}_{r}^{i}, \quad \boldsymbol{e}_{c}^{j}=\boldsymbol{R} \boldsymbol{e}_{r}^{j} . \tag{3}
\end{equation*}
$$

According to the spatial configuration of the directions of features, the solution to (3) can be classified into four cases, which are presented in detail in Appendix A. Algorithm 1 gives the results of the rotation consistency and outputs the set of consistent rotations $\mathcal{R}$. Among the four cases, the 3DoF rotation can be fully constrained in three cases, except Case I, which corresponds to a special configuration of the directions of features. In the following, the translation consistency is calculated given the results of the rotation consistency.
2) Translation Consistency: Given two nodes $\mathcal{N}^{i}, \mathcal{N}^{j}$ in an interpretation and the set of consistent rotations $\mathcal{R}$, we need

```
Algorithm 1 Rotation Consistency
    Input: \(\left\{\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right\}\) - four directions of features from two
    nodes \(\mathcal{N}^{i}, \mathcal{N}^{j}\).
    Output: \(\mathcal{R}=\left\{\boldsymbol{R} \mid \boldsymbol{e}_{c}^{i}=\boldsymbol{R} \boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{c}^{j}=\boldsymbol{R} \boldsymbol{e}_{r}^{j}, \boldsymbol{R} \in \mathbb{S O}(3)\right\}\).
    function RotationConsistency \(\left(\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)\)
        if \(\left\langle\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{c}^{j}\right\rangle \neq\left\langle\boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{r}^{j}\right\rangle\) then
            \(\mathcal{R}=\emptyset\).
        else if \(\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{c}^{j}\) and \(\boldsymbol{e}_{r}^{i}=\boldsymbol{e}_{r}^{j}\) then
            (Case I)
            \(\mathcal{R}=\{\boldsymbol{R} \mid \boldsymbol{R}=R(\varphi), \varphi \in \mathbb{R}\}\).
        else if \(\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i}\) and \(\boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}\) then
            (Case II)
            \(\mathcal{R}=\{\boldsymbol{I}\}\).
        else if \(\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i}\) then
            (Case II)
            \(\mathcal{R}=\left\{\operatorname{Rot}\left(\boldsymbol{e}_{c}^{i}, \Theta\left(\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)\right)\right\}\).
        else if \(\boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}\) then
            (Case II)
            \(\mathcal{R}=\left\{\operatorname{Rot}\left(\boldsymbol{e}_{c}^{j}, \Theta\left(\boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)\right)\right\}\).
        else if \(\left(\boldsymbol{e}_{c}^{i}-\boldsymbol{e}_{r}^{i}\right) \times\left(\boldsymbol{e}_{c}^{j}-\boldsymbol{e}_{r}^{j}\right)=0\) then
            (Case III)
            \(\boldsymbol{r}=\boldsymbol{r}_{x}^{i} \cos \gamma_{i}+\boldsymbol{r}_{y}^{i} \sin \gamma_{i}\),
            \(\theta=\frac{1}{2}\left(\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)+\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)\right)\).
            \(\mathcal{R}=\{\operatorname{Rot}(\boldsymbol{r}, \theta)\}\).
        else
            (Case IV)
            \(\boldsymbol{r}=\eta\left(\boldsymbol{e}_{c}^{i}-\boldsymbol{e}_{r}^{i}\right) \times\left(\boldsymbol{e}_{c}^{j}-\boldsymbol{e}_{r}^{j}\right)\),
            Compute \(\theta_{i}=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)\) and \(\theta_{j}=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)\).
            if \(\theta_{i}=\theta_{j}\) then
                \(\mathcal{R}=\left\{\operatorname{Rot}\left(\boldsymbol{r}, \frac{1}{2}\left(\theta_{i}+\theta_{j}\right)\right)\right\}\).
            else
                \(\mathcal{R}=\varnothing\).
            end if
        end if
        return \(\mathcal{R}\).
    end function
```

to solve for the set of consistent translations $\mathcal{T}$ such that $\forall \boldsymbol{R} \in \mathcal{R}$ and $\forall t \in \mathcal{T}, \mathcal{N}^{i}$ and $\mathcal{N}^{j}$ are internode consistent under $\boldsymbol{R}, \boldsymbol{t}$. Unlike the computation of the rotation consistency, different geometric features need to be handled separately when computing the translation consistency. In this article, plane and line features are adopted and three different combinations need to be considered, i.e., plane-plane case, line-line case, and plane-line case, which are detailed in Appendix B. And the results of the translation consistency are given in Algorithm 2, which outputs the final solution set $\mathcal{S}=\mathcal{R} \cup \mathcal{T}$.

Until now, both the consistent rotation and translation of the internode consistency are solved. For all $\boldsymbol{R} \in \mathcal{R}$ and $\boldsymbol{t} \in \mathcal{T}$, (1) is satisfied, i.e., the nodes $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$ are internode consistent under $\boldsymbol{R}, \boldsymbol{t}$. The complete algorithmic procedure of the internode consistency is presented in Algorithm 3, which requires two nodes $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$ in the IT as inputs and then outputs a set of consistent transformations $\mathcal{S}$. As can be

```
Algorithm 2 Translation Consistency
    Input: Two nodes in an interpretation \(\mathcal{N}^{i}=\left(\mathcal{F}_{c}^{i}, \mathcal{F}_{r}^{i}\right), \mathcal{N}^{j}=\)
    \(\left(\mathcal{F}_{c}^{j}, \mathcal{F}_{r}^{j}\right)\) and the set of consistent rotations \(\mathcal{R}\).
Output: \(\mathcal{S}=\mathcal{T} \cup \mathcal{R}^{\prime}=\left\{\boldsymbol{t}, \boldsymbol{R}^{\prime} \mid \mathcal{F}_{c}^{i}=T\left(\mathcal{F}_{r}^{i}, \boldsymbol{R}^{\prime}, \boldsymbol{t}\right), \mathcal{F}_{c}^{j}=\right.\)
    \(\left.T\left(\mathcal{F}_{r}^{j}, \boldsymbol{R}^{\prime}, \boldsymbol{t}\right), \boldsymbol{R}^{\prime} \in \mathbb{S} \mathbb{O}(3), \boldsymbol{t} \in \mathbb{R}^{3}\right\}\).
    function TranslationConsistency \(\left(\left\{\mathcal{N}^{i}, \mathcal{N}^{j}\right\}, \mathcal{R}\right)\)
        \(\mathcal{R}^{\prime}=\mathcal{R}\).
        if \(\mathcal{F}_{c}^{i}=\pi_{c}^{i}, \mathcal{F}_{r}^{i}=\pi_{r}^{i}, \mathcal{F}_{c}^{j}=\pi_{c}^{j}, \mathcal{F}_{r}^{j}=\pi_{r}^{j}\) then
            (Plane-Plane case)
            if \(\boldsymbol{n}_{c}^{i}=\boldsymbol{n}_{c}^{j}\) then
                    if \(d_{r}^{i}-d_{c}^{i}=d_{r}^{j}-d_{c}^{j}\) then
                        \(\mathcal{T}=\left\{\boldsymbol{t} \mid \boldsymbol{t}=\boldsymbol{t}_{p p 1}+\left[\boldsymbol{w}_{p p 1}\right]_{\times} \boldsymbol{\mu}, \boldsymbol{\mu} \in \mathbb{R}^{3}\right\}\).
                    else
                        \(\mathcal{T}=\emptyset\).
                    end if
                    else if \(\boldsymbol{n}_{c}^{i} \neq \boldsymbol{n}_{c}^{j}\) then
                    \(\mathcal{T}=\left\{\boldsymbol{t} \mid \boldsymbol{t}=\boldsymbol{t}_{p p 2}+\mu \boldsymbol{w}_{p p 2}, \mu \in \mathbb{R}\right\}\).
            end if
        else if \(\mathcal{F}_{c}^{i}=\mathcal{L}_{c}^{i}, \mathcal{F}_{r}^{i}=\mathcal{L}_{r}^{i}, \mathcal{F}_{c}^{j}=\mathcal{L}_{c}^{j}, \mathcal{F}_{r}^{j}=\mathcal{L}_{r}^{j}\) then
            (Line-Line case)
            if \(\boldsymbol{v}_{c}^{i}=\boldsymbol{v}_{c}^{j}\) then
                    Let \(\boldsymbol{e}_{c}=\frac{\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}}{\left\|\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}\right\|}, \boldsymbol{e}_{r}=\frac{\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}}{\left\|\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{i}\right\|}\).
                    \(\mathcal{R}^{\prime}=\operatorname{ROTATIONCONSISTENCY}\left(\boldsymbol{v}_{c}, \boldsymbol{v}_{r}, \boldsymbol{e}_{c}, \boldsymbol{e}_{r}\right)\).
                    if \(\left\|\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}\right\|=\left\|\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}\right\| \& \& \mathcal{R}^{\prime} \neq \emptyset\) then
                        \(\mathcal{T}=\left\{\boldsymbol{t} \mid \boldsymbol{t}=\boldsymbol{t}_{l l 1}+\mu \boldsymbol{w}_{l l 1}, \mu \in \mathbb{R}\right\}\).
                    else
                        \(\mathcal{T}=\emptyset\).
                    end if
                    else if \(\boldsymbol{v}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}\) then
                    if \(l\left(\mathcal{L}_{r}^{i}, \mathcal{L}_{r}^{j}\right)-l\left(\mathcal{L}_{c}^{i}, \mathcal{L}_{c}^{j}\right)=0\) then
                        \(\mathcal{T}=\left\{\left(\boldsymbol{A}_{l l}^{T} \boldsymbol{A}_{l l}\right)^{-1} \boldsymbol{A}_{l l}^{T} \boldsymbol{b}_{l l}\right\}\).
                    else
                        \(\mathcal{T}=\varnothing\).
                    end if
            end if
        else if \(\mathcal{F}_{c}^{i}=\pi_{c}^{i}, \mathcal{F}_{r}^{i}=\pi_{r}^{i}, \mathcal{F}_{c}^{j}=\mathcal{L}_{c}^{j}, \mathcal{F}_{r}^{j}=\mathcal{L}_{r}^{j}\) then
            (Plane-Line case)
            if \(\boldsymbol{n}_{c}^{i^{T}} \boldsymbol{v}_{c}^{j}=0\) then
                    if \(l\left(\pi_{r}^{i}, \mathcal{L}_{r}^{j}\right)-l\left(\pi_{c}^{i}, \mathcal{L}_{c}^{j}\right)=0\) then
                        \(\mathcal{T}=\left\{\boldsymbol{t} \mid \boldsymbol{t}=\boldsymbol{t}_{p l 1}+\mu \boldsymbol{w}_{p l 1}, \mu \in \mathbb{R}\right\}\).
                    else
                        \(\mathcal{T}=\varnothing\).
                    end if
            else if \(\boldsymbol{n}_{c}^{i}=\boldsymbol{v}_{c}^{j}\) then
                    \(\mathcal{T}=\left\{\boldsymbol{t} \mid \boldsymbol{t}=\boldsymbol{t}_{p l 2}+\boldsymbol{R} \boldsymbol{w}_{p l 2}, \boldsymbol{R} \in \mathcal{R}\right\}\).
            else
                    \(\mathcal{T}=\left\{\left(\boldsymbol{A}_{p l}^{T} \boldsymbol{A}_{p l}\right)^{-1} \boldsymbol{A}_{p l}^{T} \boldsymbol{b}_{p l}\right\}\).
            end if
        end if
        return \(\mathcal{S}=\mathcal{T} \cup \mathcal{R}^{\prime}\).
    end function
```

concluded from Sections III-A1 and III-A2, according to the spatial configurations of plane and line features in 3-D space, the output $\mathcal{S}$ of Algorithm 3 takes one of the following four

TABLE II
Spatial Configurations of Features Corresponding to Different Forms of the Transformation Set

|  | plane-plane | line-line | plane-line |
| :---: | :---: | :---: | :---: |
| 1rDoF\&2tDoFs <br> (unconstrained) | $\boldsymbol{n}_{c}^{i}=\boldsymbol{n}_{c}^{j}$ | - | - |
| 1rDoF(unconstrained) | - | - | $\boldsymbol{n}_{c}^{i}=\boldsymbol{v}_{c}^{j}$ |
| 1tDoF(unconstrained) | $\boldsymbol{n}_{c}^{i} \neq \boldsymbol{n}_{c}^{j}$ | $\boldsymbol{v}_{c}^{i}=\boldsymbol{v}_{c}^{j}$ | $\boldsymbol{n}_{c}^{i{ }^{T}} \boldsymbol{v}_{c}^{j}=0$ |
| Constrained | - | $\boldsymbol{v}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}$ | $\boldsymbol{n}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}$ <br> $\boldsymbol{n}_{c}^{i T}$ <br> $\boldsymbol{v}_{c}^{j} \neq 0$ |

forms (rDoF and tDoF are abbreviations for rotational and translational DoFs, respectively).

1) $1 r$ DoF and $2 t$ DoFs: $\mathcal{S}=\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=R(\varphi), \varphi \in \mathbb{R}, \boldsymbol{t}=$ $\left.\boldsymbol{t}_{0}+[\boldsymbol{w}]_{\times} \boldsymbol{\mu}, \boldsymbol{\mu} \in \mathbb{R}^{3}\right\}$.
2) $1 r D o F: \mathcal{S}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=R(\varphi), \boldsymbol{t}=\boldsymbol{t}_{0}+\boldsymbol{R} \boldsymbol{w}, \varphi \in \mathbb{R}\right\}$.
3) $1 t D o F: \mathcal{S}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\operatorname{Rot}(\boldsymbol{r}, \theta), \boldsymbol{t}=\boldsymbol{t}_{0}+\mu \boldsymbol{w}, \mu \in \mathbb{R}\right\}$.
4) Constrained: $\mathcal{S}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\operatorname{Rot}(\boldsymbol{r}, \theta), \boldsymbol{t}=\boldsymbol{t}_{0}\right\}$.

The spatial configurations of geometric features corresponding to the four forms are listed in Table II. For the general configurations of both the line-line case ( $\boldsymbol{v}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}$ ) and planeline case $\left(\boldsymbol{n}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}, \boldsymbol{n}_{c}^{i^{T}} \boldsymbol{v}_{c}^{j} \neq 0\right)$, the transformation can be fully constrained by two nodes. As for the unconstrained cases, there are infinite solutions to the transformation and the explicit expression is given in Algorithm 3.

```
Algorithm 3 Internode Consistency
    Input: Two nodes \(\mathcal{N}^{i}=\left(\mathcal{F}_{c}^{i}, \mathcal{F}_{r}^{i}\right), \mathcal{N}^{j}=\left(\mathcal{F}_{c}^{j}, \mathcal{F}_{r}^{j}\right)\).
    Output: \(\mathcal{S}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \mathcal{F}_{c}^{i}=T\left(\mathcal{F}_{r}^{i}, \boldsymbol{R}, \boldsymbol{t}\right), \mathcal{F}_{c}^{j}=T\left(\mathcal{F}_{r}^{j}, \boldsymbol{R}, \boldsymbol{t}\right)\right\}\)
    function InterNodeConsistency \(\left(\left\{\mathcal{N}^{i}, \mathcal{N}^{j}\right\}\right)\)
        if \(\mathcal{F}_{c}^{i}=\pi_{c}^{i}, \mathcal{F}_{r}^{i}=\pi_{r}^{i}, \mathcal{F}_{c}^{j}=\pi_{c}^{j}, \mathcal{F}_{r}^{j}=\pi_{r}^{j}\) then
            \(\boldsymbol{e}_{c}^{i}=\boldsymbol{n}_{c}^{i}, \boldsymbol{e}_{r}^{i}=\boldsymbol{n}_{r}^{i}, \boldsymbol{e}_{c}^{j}=\boldsymbol{n}_{c}^{j}, \boldsymbol{e}_{r}^{j}=\boldsymbol{n}_{r}^{j}\).
        else if \(\mathcal{F}_{c}^{i}=\mathcal{L}_{c}^{i}, \mathcal{F}_{r}^{i}=\mathcal{L}_{r}^{i}, \mathcal{F}_{c}^{j}=\mathcal{L}_{c}^{j}, \mathcal{F}_{r}^{j}=\mathcal{L}_{r}^{j}\) then
            \(\boldsymbol{e}_{c}^{i}=\boldsymbol{v}_{c}^{i}, \boldsymbol{e}_{r}^{i}=\boldsymbol{v}_{r}^{i}, \boldsymbol{e}_{c}^{j}=\boldsymbol{v}_{c}^{j}, \boldsymbol{e}_{r}^{j}=\boldsymbol{v}_{r}^{j}\).
        else if \(\mathcal{F}_{c}^{i}=\pi_{c}^{i}, \mathcal{F}_{r}^{i}=\pi_{r}^{i}, \mathcal{F}_{c}^{j}=\mathcal{L}_{c}^{j}, \mathcal{F}_{r}^{j}=\mathcal{L}_{r}^{j}\) then
            \(\boldsymbol{e}_{c}^{i}=\boldsymbol{n}_{c}^{i}, \boldsymbol{e}_{r}^{i}=\boldsymbol{n}_{r}^{i}, \boldsymbol{e}_{c}^{j}=\boldsymbol{v}_{c}^{j}, \boldsymbol{e}_{r}^{j}=\boldsymbol{v}_{r}^{j}\).
        end if
        \(\mathcal{R}=\) ROTATIONCONSISTENCY \(\left(\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)\).
        \(\mathcal{S}=\operatorname{TranslationConsistency}\left(\left\{\mathcal{N}^{i}, \mathcal{N}^{j}\right\}, \mathcal{R}\right)\).
        return \(\mathcal{S}\).
    end function
```

In the process of tree expansion, for a new node $\mathcal{N}^{n+1}$ generated by a hypothesized association of geometric features and an existing interpretation $\mathcal{P}_{n}$ in the IT, we compute the internode consistency between $\mathcal{N}^{n+1}$ and each node in $\mathcal{P}_{n}$ by $\mathcal{S}_{(n+1) i}=$ InterNodeConsistency $\left(\left\{\mathcal{N}^{n+1}, \mathcal{N}^{i}\right\}\right), \forall i \in$ $\{1, \ldots, n\}$. If $\mathcal{S}_{(n+1) i} \neq \emptyset, \forall i \in\{1, \ldots, n\}$, the new node $\mathcal{N}^{n+1}$ is added to $\mathcal{P}_{n}$, which results in an $(n+1)$ interpretation $\mathcal{P}_{n+1}=\left\{\mathcal{N}^{n+1}\right\} \cup \mathcal{P}_{n}$. After $\mathcal{P}_{n+1}$ is generated, for any two nodes $\mathcal{N}^{i}$ and $\mathcal{N}^{j}(\forall i, j \in\{1, \ldots, n+1\})$ in $\mathcal{P}_{n+1}$, the two feature pairs corresponding to $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$, respectively, can be aligned by any $\boldsymbol{R}, \boldsymbol{t} \in \mathcal{S}_{i j}=$ InterNodeConsistency $\left(\left\{\mathcal{N}^{i}, \mathcal{N}^{j}\right\}\right)$. However, $\forall i, j, k$,
$l \in\{1, \ldots, n+1\}(i \neq j \neq k \neq l), \mathcal{S}_{i j}$ and $\mathcal{S}_{k l}$ are possibly not equivalent to each other (see Fig. 3 as an example). Therefore, computation of the internode consistency cannot give the final transformations that align the associated features corresponding to all the nodes in the interpretation. Therefore, when an interpretation is updated by adding a new node, we need to fuse the outputs of the internode consistency of any two nodes in the interpretation and solve for the feasible transformations corresponding to the whole interpretation. To this end, the CTM for an interpretation is defined and updated in Section III-B.

```
Algorithm 4 CTM Update
    Input: The \(\operatorname{CTM} \mathcal{M}\left(\mathcal{P}_{n}, \mathcal{S}_{n}\right)\) for the \(n\)-interpretation \(\mathcal{P}_{n}\) and
    a newly added node \(\mathcal{N}^{n+1}\).
    Output: The updated CTM \(\mathcal{M}\left(\mathcal{P}_{n+1}, \mathcal{S}_{n+1}\right)\) for the \((n+1)\) -
    interpretation \(\mathcal{P}_{n+1}\).
    function \(\operatorname{Update}\left(\mathcal{M}\left(\mathcal{P}_{n}, \mathcal{S}_{n}\right), \mathcal{N}^{n+1}\right)\)
        \(\mathcal{P}_{n+1}=\left\{\mathcal{N}^{n+1}\right\} \cup \mathcal{P}_{n}\).
        \(\mathcal{S}=\mathcal{S}_{n}\).
        for \(i=1\) to \(n\) do
            \(\mathcal{S}_{(n+1) i}=\) Inter Node Consistency \(\left(\left\{\mathcal{N}^{n+1}, \mathcal{N}^{i}\right\}\right)\).
            if \(\mathcal{S}_{(n+1) i}=\emptyset\) then
                \(\mathcal{S}=\varnothing\) and break.
            else
                \(\mathcal{S}=\operatorname{FuSE}\left(\mathcal{S}, \mathcal{S}_{(n+1) i}\right)\).
            end if
        end for
        \(\mathcal{S}_{n+1}=\mathcal{S}\).
        return \(\mathcal{M}\left(\mathcal{P}_{n+1}, \mathcal{S}_{n+1}\right)\).
    end function
```


## B. CTM

The CTM is defined for each interpretation in the IT, which consists of the consistent transformations that align the associated features represented by all the nodes in the interpretation. The CTM is updated when a new node is added to an interpretation, fusing the outputs of the internode consistency. During expansion of the IT, as more nodes are added to an interpretation, more constraints are available for estimation of the camera pose, that is to say, the set of consistent transformations is getting smaller. Fig. 3 gives a very simple example to illustrate this process.
Definition 2 (CTM): For an $n$-interpretation $\mathcal{P}_{n}=$ $\left\{\mathcal{N}^{n}, \mathcal{N}^{n-1}, \ldots, \mathcal{N}^{1}\right\}$, a CTM is defined by $\mathcal{M}\left(\mathcal{P}_{n}, \mathcal{S}_{n}\right)$, with $\mathcal{S}_{n}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \mathcal{F}_{c}^{i}=T\left(\mathcal{F}_{r}^{i}, \boldsymbol{R}, \boldsymbol{t}\right), \forall i=1, \ldots, n\right\}$. If $\mathcal{S}_{n} \neq \emptyset$, $\forall \boldsymbol{R}, \boldsymbol{t} \in \mathcal{S}_{n}$, the $n$-interpretation $\mathcal{P}_{n}$ is consistent under $\boldsymbol{R}, \boldsymbol{t}$.
The CTM for each interpretation is maintained during IT expansion and the specific procedure of CTM update is given in Algorithm 4. When a new node $\mathcal{N}^{n+1}$ is added to $\mathcal{P}_{n}$ yielding $\mathcal{P}_{n+1}$, the updated CTM $\mathcal{M}\left(\mathcal{P}_{n+1}, \mathcal{S}_{n+1}\right)$ can be computed by $\mathcal{M}\left(\mathcal{P}_{n+1}, \mathcal{S}_{n+1}\right)=\operatorname{Update}\left(\mathcal{M}\left(\mathcal{P}_{n}, \mathcal{S}_{n}\right), \mathcal{N}^{n+1}\right)$.

Specifically, $\mathcal{P}_{n+1}$ is simply the union of $\mathcal{P}_{n}$ and $\left\{\mathcal{N}^{n+1}\right\}$, as in line 2 of Algorithm 4. And $\mathcal{S}_{n+1}$ is updated by the function FUSE, which solves the intersection of $\mathcal{S}_{n}$ and $\mathcal{S}_{(n+1) i}, \forall i \in\{1, \ldots, n\}$, as in lines $4-11$. The detailed


Fig. 3. (Simple example.) (a) For nodes $\mathcal{N}^{1}=\left(\mathcal{F}_{c}^{1}, \mathcal{F}_{r}^{1}\right)$ and $\mathcal{N}^{2}=\left(\mathcal{F}_{c}^{2}, \mathcal{F}_{r}^{2}\right)$, the result of internode consistency is $\mathcal{S}_{21}=\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\operatorname{Rot}(\boldsymbol{r}, \varphi), \varphi \in \mathbb{R}, \boldsymbol{t}=$ $\left.\boldsymbol{t}_{0}+[\boldsymbol{r}]_{\times} \boldsymbol{\mu}, \boldsymbol{\mu} \in \mathbb{R}^{3}\right\}$, with $\boldsymbol{r}=[0,0,1]^{T}$ and $\boldsymbol{t}_{0}=[0,0,-1]^{T}$. Note that the 1DoF rotation around $\boldsymbol{r}$ and the 2DoF translation on the plane vertical to $\boldsymbol{r}$ cannot be constrained by the two pairs of features. The CTM for the 2-interpretation $\mathcal{P}_{2}=\left\{\mathcal{N}^{2}, \mathcal{N}^{1}\right\}$ is $\mathcal{M}\left(\mathcal{P}_{2}, \mathcal{S}_{2}\right)$, with $\mathcal{S}_{2}=\mathcal{S}_{21}$. (b) For nodes $\mathcal{N}^{3}=\left(\mathcal{F}_{c}^{3}, \mathcal{F}_{r}^{3}\right)$ and $\mathcal{N}^{2}$, the result of internode consistency is $\mathcal{S}_{32}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\boldsymbol{I}, \boldsymbol{t}=\boldsymbol{t}_{0}+\mu \boldsymbol{w}_{0}, \mu \in \mathbb{R}\right\}$, with $\boldsymbol{w}=[0,1,0]^{T}$. For nodes $\mathcal{N}^{3}$ and $\mathcal{N}^{1}$, $\mathcal{S}_{31}=\mathcal{S}_{32}$. The CTM for the 3-interpretation $\mathcal{P}_{2}=\left\{\mathcal{N}^{3}, \mathcal{P}^{2}\right\}$ is $\mathcal{M}\left(\mathcal{P}_{3}, \mathcal{S}_{3}\right)$, with $\mathcal{S}_{3}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\boldsymbol{I}, \boldsymbol{t}=\boldsymbol{t}_{0}+\mu \boldsymbol{w}_{0}, \mu \in \mathbb{R}\right\}$ (determination of $\mathcal{S}_{3}$ is detailed in Algorithm 4). Note that the unconstrained 1 DoF rotation and one of the two DoFs of the translation in (a) are constrained by adding a new node $\mathcal{N}^{3}$. The 1 DoF translation along $\boldsymbol{w}$ still cannot be constrained. (c) For nodes $\mathcal{N}^{4}=\left(\mathcal{F}_{c}^{4}, \mathcal{F}_{r}^{4}\right)$ and $\mathcal{N}^{3}$, the result of internode consistency is $\mathcal{S}_{43}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\boldsymbol{I}, \boldsymbol{t}=\boldsymbol{t}_{0}\right\}$. For nodes $\mathcal{N}^{4}$ and $\mathcal{N}^{2}, \mathcal{S}_{42}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\operatorname{Rot}(\boldsymbol{r}, \varphi), \boldsymbol{t}=\boldsymbol{t}_{1}+\boldsymbol{R} \boldsymbol{w}_{1}, \varphi \in \mathbb{R}\right\}$, with $\boldsymbol{t}_{1}=[1,0,-1]^{T}$ and $\boldsymbol{w}_{1}=[-1,0,0]^{T}$. For nodes $\mathcal{N}^{4}$ and $\mathcal{N}^{1}$, $\mathcal{S}_{41}$ is the same as $\mathcal{S}_{42}$. The CTM for the 4-interpretation $\mathcal{P}_{4}=\left\{\mathcal{N}^{4}, \mathcal{P}^{3}\right\}$ is $\mathcal{M}\left(\mathcal{P}_{4}, \mathcal{S}_{4}\right)$, with $\mathcal{S}_{4}=\left\{\boldsymbol{R}, \boldsymbol{t} \mid \boldsymbol{R}=\boldsymbol{I}, \boldsymbol{t}=\boldsymbol{t} \boldsymbol{t}_{0}\right\}$. It is obvious that until here the transformation between the two frames is completely constrained by the four associated features.
procedure of the function FUSE in line 9 is given in the Supplementary Material. The consistent transformation set for an interpretation takes one of the four forms as is listed in Table II. For each form, the function Fuse directly outputs the intersection of two transformation sets, as detailed in the Supplementary Material.

After the CTM update in Algorithm 4, the newly added node $\mathcal{N}^{n+1}$ is consistent with all the nodes in $\mathcal{P}_{n}$ under $\boldsymbol{R}, \boldsymbol{t} \in \mathcal{S}_{n+1}$. Only if the resultant $\mathcal{S}_{n+1} \neq \emptyset, \mathcal{P}_{n+1}$ is accepted as an interpretation in the IT and is continually updated in the subsequent expansion of the tree. Otherwise, if $\mathcal{S}_{n+1}=\emptyset$, $\mathcal{P}_{n+1}$ is pruned from the tree. When the nodes in an interpretation are insufficient to constrain the transformation, there are infinite solutions to the CTM. With the incremental update of the CTM, more constraints are added to the unconstrained estimate until a unique solution is obtained (see Fig. 3 as an intuitive example). It is worth pointing out that in most circumstances, very few nodes are sufficient to fully constrain the transformation estimate (e.g., for some configurations, only two nodes are sufficient, as in Table II) and the constrained estimate can be further confirmed by more nodes during update of the CTM. Thus, the robustness of the algorithm against outliers and noises can be largely increased. Compared with the traditional pruning strategy for the IT structure [25]-[27], the proposed method solves the problems of feature association and robot localization simultaneously through the calculation of internode consistency. The constrained subspace of robot poses is computed and explicitly represented by the incremental update of CTM. Furthermore, the spatial configuration of geometric features can also be represented, which is beneficial to the active navigation in the environment. After the IT is constructed, the interpretation with the greatest number of nodes is chosen as the final result of the feature association. In the implementation, a null node is added to each node as a wild card, in case that there exist features in the current frame that do not have any correspondences in the reference frame.

To the best of our knowledge, this is the first feature association method that combines two different geometric features into one unified framework. Theoretically, the framework is readily extensible to any combination of different types of geometric features that are properly parameterized. Compared
with the systems using only one type of feature, the hybrid feature framework exploits the advantages of different features. For instance, plane features are more stable than line features. However, when estimating camera poses using plane features, degeneracy often occurs due to insufficient quantity of planes extracted from an RGB-D image. In comparison, the quantity of the extracted line features is usually much greater, and thus can provide sufficient constraints for the pose estimation in most situations. Theoretically, two nonparallel lines are enough to constrain the pose estimation, as can be seen in Table II. In our method, the complementary advantages of planes and lines are fully exploited and improvement of the performance is proven by the experiments. Furthermore, unlike other multifeature methods using NN search-based association [7], [11], [13] or RANSAC-based association [12], [14], the associated features in our method are ensured to be consistent under a common transformation model which is incrementally updated in a closed form. Thus, the resultant feature pairs and camera pose estimate can be applied in the subsequent optimization process without any inconsistency, and the realtime performance can also be guaranteed.

## IV. Hybrid Feature Joint Optimization

In Section III, we have performed the geometric feature matching between the current and reference frames. The associated planes and lines are denoted by $\left\{\pi_{c i}, \pi_{r i}\right\}_{i=1, \ldots, N_{\pi}}$ and $\left\{\mathcal{L}_{c j}, \mathcal{L}_{r j}\right\}_{j=1, \ldots, N_{\mathcal{L}}}$, respectively. In the meantime, an estimate of the transformation $\boldsymbol{R}, \boldsymbol{t}$ of the RGB-D camera is obtained. Nevertheless, the planes and lines are fitted directly by the noisy measurements. Uncertainties from feature extraction are involved in the camera pose estimation. In this section, the transformation of the camera as well as the geometric landmarks in the map are further refined by a hybrid feature joint optimization process.

The overall cost function of the optimization is

$$
\begin{align*}
F\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\pi}_{r i}, \tilde{\mathcal{L}}_{r j}\right)=\sum_{i=1}^{N_{\pi}} \| & h_{\pi}\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\pi}_{r i}\right)-\pi_{c i} \|_{\boldsymbol{C}_{\pi_{c i}}}^{2} \\
& +\sum_{j=1}^{N_{\mathcal{L}}}\left\|h_{\mathcal{L}}\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\mathcal{L}}_{r j}\right)-\mathcal{L}_{c j}\right\|_{\boldsymbol{C}_{\mathcal{L}_{c j}}}^{2} \tag{4}
\end{align*}
$$

where $\tilde{\pi}_{r}$ and $\tilde{\mathcal{L}}_{r}$ represent the plane and line landmarks in the map, respectively, described in the reference frame. And $h_{\pi}\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\pi}_{r i}\right)$ and $h_{\mathcal{L}}\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\mathcal{L}}_{r j}\right)$ are the measurement models corresponding to the planes and lines, respectively, which are given in Sections IV-A and IV-B. Note that both the plane and line features are overparameterized in Section III. In 3-D space, a plane has three DoFs and a line has four DoFs, but they are parameterized by a 4 -vector and 6 -vector, respectively. To this end, in Sections IV-A and IV-B, minimal representations are used to update the plane and line parameters in optimization, respectively. In addition, the covariance matrices $\boldsymbol{C}_{\pi_{c i}}$ and $\boldsymbol{C}_{\mathcal{L}_{c i}}$ of planes and lines, respectively, are computed in Section IV-C. They are used not only to decrease the effect of uncertainties, but also to balance the contributions of two types of features represented in different parameter spaces.

## A. Parameterization of Planes

In Section III, a plane extracted from the RGB-D images is parameterized by $\pi=\left[\boldsymbol{n}^{T}, d\right]^{T}$ with $\boldsymbol{n}^{T} \boldsymbol{n}=1$. If a point $\boldsymbol{p} \in \mathbb{R}^{3}$ in 3-D space is on the plane $\pi$, it satisfies $\boldsymbol{n}^{T} \boldsymbol{p}+d=0$. Note that the equation cannot be affected by multiplication by a non-zero scalar. Thus, a plane in 3-D space has only three DoFs. The homogeneous representation of the plane is denoted by $\Pi \in \mathbb{P}^{3}$ in projective space [23]. Spherically normalizing the homogeneous vector $\Pi$ yields $\tilde{\pi}=\Pi /\|\Pi\| \in \mathbb{S}^{3}$, where $\mathbb{S}^{3}$ is the 3 -sphere in the space $\mathbb{R}^{4}$, which is a Lie group under the operation of quaternion multiplication. During optimization, the exponential map from $\mathbb{R}^{3}$ to $\mathbb{S}^{3}$ [46] is used to update a plane $\tilde{\pi} \in \mathbb{S}^{3}$ by an increment $\zeta \in \mathbb{R}^{3}$ using the quaternion multiplication $\tilde{\pi}^{\prime}=\exp (\zeta) \circ \tilde{\pi}$. The measurement model is

$$
h_{\pi}\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\pi}_{r}\right)=\left[\begin{array}{cc}
\boldsymbol{R} & \mathbf{0}_{3 \times 1}  \tag{5}\\
-\boldsymbol{t}^{T} \boldsymbol{R} & 1
\end{array}\right] \cdot \frac{\tilde{\pi}_{r}}{\left\|\tilde{\boldsymbol{n}}_{r}\right\|}
$$

where $\tilde{\pi}_{r}=\left[\tilde{\boldsymbol{n}}_{r}^{T}, \tilde{d}_{r}\right]^{T}$ is the plane to be updated, which is described in the reference coordinate system, and $(\boldsymbol{R}, \boldsymbol{t}) \in$ $\mathbb{S E}(3)$ is the rigid body transformation from the reference coordinate system to the current one.

## B. Parameterization of Lines

For the parameterization of lines, we use two forms of line representations as in [41], i.e., the Plücker coordinates for a global parameterization of line features and the orthonormal representation for the local update during optimization. The Plücker coordinates are denoted by $\tilde{\mathcal{L}}=\left[\tilde{\boldsymbol{u}}^{T}, \tilde{\boldsymbol{v}}^{T}\right]^{T} \in \mathbb{P}^{5}$ satisfying the Plücker constraint $\tilde{\boldsymbol{u}}^{T} \tilde{\boldsymbol{v}}=0 . \tilde{\boldsymbol{u}} \in \mathbb{R}^{3}$ is normal to the plane defined by the join of the line and the origin, and $\tilde{v} \in \mathbb{R}^{3}$ is the line direction. And the orthonormal representation [42] is denoted by $(\boldsymbol{Q}, \boldsymbol{W}) \in \mathbb{S O}(3) \times \mathbb{S O}(2)$. The orthonormal representation $(\boldsymbol{Q}, \boldsymbol{W})$ of a 3-D line $\tilde{\mathcal{L}}$ can be computed using a QR decomposition $[\tilde{\boldsymbol{u}} \mid \tilde{\boldsymbol{v}}]=\boldsymbol{Q \Sigma}, \boldsymbol{\Sigma}=$ $\operatorname{diag}\left(\sigma_{1}, \sigma_{2}\right)$. The matrix $\boldsymbol{W}$ is set to

$$
\boldsymbol{W}=\left[\begin{array}{cc}
\sigma_{1} & -\sigma_{2}  \tag{6}\\
\sigma_{2} & \sigma_{1}
\end{array}\right] \in \mathbb{S O}(2)
$$

The minimum four parameters for a line are denoted by $\rho=\left[\boldsymbol{\phi}^{T}, \phi\right]^{T}, \boldsymbol{\phi} \in \mathbb{R}^{3}, \phi \in \mathbb{R} .(\boldsymbol{Q}, \boldsymbol{W})$ is updated by
$\boldsymbol{Q}=\boldsymbol{Q} \exp \left([\boldsymbol{\phi}]_{\times}\right)$and $\boldsymbol{W}=\boldsymbol{W} \exp \left([\phi]_{\times}\right)$, where $[\boldsymbol{\phi}]_{\times}$and $[\phi]_{\times}$are the $3 \times 3$ and $2 \times 2$ skew symmetric matrices corresponding to $\boldsymbol{\phi}$ and $\phi$, respectively. And $(\boldsymbol{Q}, \boldsymbol{W})$ can be converted to the Plücker coordinates $\tilde{\mathcal{L}}$ by $\tilde{\mathcal{L}}=\left[\sigma_{1} \boldsymbol{q}_{1}^{T}, \sigma_{2} \boldsymbol{q}_{2}^{T}\right]^{T}$, where $\boldsymbol{q}_{i}$ is the $i$ th column of $\boldsymbol{Q}$.

The measurement model of the line is represented by

$$
h_{\mathcal{L}}\left(\boldsymbol{R}, \boldsymbol{t}, \tilde{\mathcal{L}}_{r}\right)=\left[\begin{array}{cc}
\boldsymbol{R} & {[\boldsymbol{t}]_{\times} \boldsymbol{R}}  \tag{7}\\
\mathbf{0} & \boldsymbol{R}
\end{array}\right] \cdot \frac{\tilde{\mathcal{L}}_{r}}{\tilde{\boldsymbol{v}}_{r}}
$$

where $\tilde{\mathcal{L}}_{r}=\left[\tilde{\boldsymbol{u}}_{r}^{T}, \tilde{\boldsymbol{v}}_{r}^{T}\right]^{T}$ is the line to be updated, which is described in the reference coordinate system.

## C. Computation of Covariances

The extracted plane $\pi=\left[\boldsymbol{n}^{T}, d\right]^{T}$ is computed by minimizing the sum of squared distances from observed data points $\boldsymbol{p}_{\pi}$ on the plane to the fitted plane model

$$
\begin{equation*}
E_{\pi}(\boldsymbol{n}, d)=\frac{1}{2} \sum_{i=1}^{N_{p \pi}}\left(\boldsymbol{n}^{T} \boldsymbol{p}_{\pi i}+d\right)^{2}, \quad \text { s. t. } \quad \boldsymbol{n}^{T} \boldsymbol{n}=1 \tag{8}
\end{equation*}
$$

$N_{p \pi}$ represents the number of points that are supposed to fit a plane model. By taking the partial derivative of $E_{\pi}(\boldsymbol{n}, d)$ with respect to $d$ and setting it to zero, the optimal estimate of $d$ can be computed by

$$
\begin{equation*}
d^{*}=-\boldsymbol{n}^{T} \boldsymbol{p}_{G \pi} \tag{9}
\end{equation*}
$$

with $\boldsymbol{p}_{G \pi}=\frac{1}{N_{p \pi}} \sum_{i=1}^{N_{p \pi}} \boldsymbol{p}_{\pi i}$. Substituting (9) into (8) yields

$$
\begin{equation*}
E_{\pi}(\boldsymbol{n})=\frac{1}{2} \boldsymbol{n}^{T} \boldsymbol{S}_{\pi} \boldsymbol{n} \tag{10}
\end{equation*}
$$

where $\boldsymbol{S}_{\pi}=\sum_{i=1}^{N_{p \pi}}\left(\boldsymbol{p}_{\pi i}-\boldsymbol{p}_{G \pi}\right)\left(\boldsymbol{p}_{\pi i}-\boldsymbol{p}_{G \pi}\right)^{T}$. The optimal estimate $\boldsymbol{n}^{*}$ equals the eigenvector of $\boldsymbol{S}_{\pi}$ corresponding to the smallest eigenvalue. The pseudoinverse of the covariance of $(\boldsymbol{n}, d)$ is estimated by the Hessian matrix

$$
\boldsymbol{C}_{\pi}^{\dagger}=\left.\boldsymbol{H}_{\pi}\right|_{\boldsymbol{n}^{*}, d^{*}}=\sum_{i=1}^{N_{p \pi}}\left[\begin{array}{cc}
\boldsymbol{p}_{\pi i} \boldsymbol{p}_{\pi i}^{T} & \boldsymbol{p}_{\pi i}  \tag{11}\\
\boldsymbol{p}_{\pi i}^{T} & 1
\end{array}\right]
$$

Likewise, the extracted line $\mathcal{L}=\left[\boldsymbol{u}^{T}, \boldsymbol{v}^{T}\right]^{T}$ is computed by minimizing the sum of squared distances from observed data points $\boldsymbol{p}_{\mathcal{L}}$ on the line to the fitted line model

$$
\begin{align*}
E_{\mathcal{L}}(\boldsymbol{u}, \boldsymbol{v}) & =\frac{1}{2} \sum_{i=1}^{N_{p \mathcal{L}}}\left\|\boldsymbol{u}-\left[\boldsymbol{p}_{\mathcal{L} i}\right]_{\times} \boldsymbol{v}\right\|^{2} \\
\text { s. t. } \boldsymbol{v}^{T} \boldsymbol{v} & =1, \quad \boldsymbol{u}^{T} \boldsymbol{v}=0 \tag{12}
\end{align*}
$$

$N_{p \mathcal{L}}$ represents the number of points that are supposed to fit a line model. By taking the partial derivative of $E_{\mathcal{L}}(\boldsymbol{u}, \boldsymbol{v})$ with respect to $\boldsymbol{u}$ and setting it to zero, the optimal estimate of $\boldsymbol{u}$ can be computed by

$$
\begin{equation*}
\boldsymbol{u}^{*}=\left[\boldsymbol{p}_{G \mathcal{L}}\right]_{\times} \boldsymbol{v} \tag{13}
\end{equation*}
$$

with $\left[\boldsymbol{p}_{G \mathcal{L}}\right]_{\times}=\frac{1}{N_{p \mathcal{L}}} \sum_{i=1}^{N_{p \mathcal{L}}}\left[\boldsymbol{p}_{\mathcal{L} i}\right]_{\times}$. Substituting (13) into (12) yields

$$
\begin{equation*}
E_{\mathcal{L}}(\boldsymbol{v})=\frac{1}{2} \boldsymbol{v}^{T} \boldsymbol{S}_{\mathcal{L}} \boldsymbol{v} \tag{14}
\end{equation*}
$$

where $\boldsymbol{S}_{\mathcal{L}}=\sum_{i=1}^{N_{p \mathcal{L}}}\left[\boldsymbol{p}_{\mathcal{L} i}-\boldsymbol{p}_{G \mathcal{L}}\right]_{\times}^{T}\left[\boldsymbol{p}_{\mathcal{L} i}-\boldsymbol{p}_{G \mathcal{L}}\right]_{\times}$. The optimal estimate $\boldsymbol{v}^{*}$ also equals the eigenvector of $\boldsymbol{S}_{\mathcal{L}}$ corresponding to the smallest eigenvalue, and the pseudoinverse of the covariance of $(\boldsymbol{u}, \boldsymbol{v})$ is

$$
\boldsymbol{C}_{\mathcal{L}}^{\dagger}=\left.\boldsymbol{H}_{\mathcal{L}}\right|_{\boldsymbol{u}^{*}, \boldsymbol{v}^{*}}=\sum_{i=1}^{N_{p} \mathcal{L}}\left[\begin{array}{cc}
\boldsymbol{I}_{3} & {\left[\boldsymbol{p}_{\mathcal{L} i}\right]_{\times}^{T}}  \tag{15}\\
{\left[\boldsymbol{p}_{\mathcal{L i}}\right]_{\times}} & {\left[\boldsymbol{p}_{\mathcal{L} i}\right]_{\times}^{T}\left[\boldsymbol{p}_{\mathcal{L} i}\right]_{\times}}
\end{array}\right]
$$

## V. Experiments

In this section, extensive experiments are performed over the TUM [47] and ICL-NUIM [48] benchmarks. Specifically, the precise and recall rates of the proposed hybrid feature association method are evaluated in Section V-A and the translational and rotational errors of the frame-to-frame registration are compared in Section V-B. In Section V-D, the proposed IT-HYFAO-VO is compared with other three VO methods. In Section V-E, a complete SLAM system composed of IT-HYFAO-VO and a general factor-graph-based back-end optimization is compared with eight state-of-the-art SLAM systems. The test platform for all the experiments is a computer with an Intel i7 CPU at 1.8 GHz and 8G RAM.

## A. Experiments on Feature Association

The proposed IT-based hybrid feature association method is compared with the matching methods using the visual descriptor and RANSAC scheme, respectively. We manually label the corresponding feature pairs in successive frames, which are used as the groundtruth in the experiment. The precision rate, recall rate, and the runtime of each method are evaluated and compared. Precision rate is defined as the number of associated features that are labeled divided by the total number of associated features. Recall rate is the number of associated features that are labeled divided by the total number of labeled features.
We first compare the IT-based method with the visual descriptor-based matching method, in which the LBD [21] is used. The LBD is an effective line descriptor that is widely employed in VO and SLAM systems [7], [11], [13]. For the sake of fairness, the IT-based association is run with only the line features in this experiment. The two methods are performed over nine image sequences from the TUM dataset. It can be seen from Fig. 4(a) that both the precision and recall rates of the IT-based line matching are higher than those of the LBD-based line matching. The reason is that the LBD is based on the visual appearance around the 2-D line on the image. It is largely affected by lighting conditions as well as the motion blurs, which is a common disadvantage of most visual features. Moreover, the LBD-based line matching does not take into account the geometric information of environments, which presents much higher robustness and stability than point features. In contrast, the proposed IT-based line matching fully exploits the high-level geometric features in 3-D spaces, which are independent of the visual appearance, and thus insensitive to the location and orientation of the camera. The bottom figure of Fig. 4(a) shows the runtime of the frame-to-frame association of the two methods. It can be seen that both methods are quite time-saving.


Fig. 4. Comparison with (a) LBD-based and (b) RANSAC-based line matching, respectively, in terms of (top) precision rate, (middle) recall rate and (bottom) runtime, respectively.

Then, the comparison with the RANSAC-based feature matching is conducted. The RANSAC algorithm is extensively used in the association of geometric features [12], [14]. In this experiment, the RANSAC algorithm is implemented according to the work of [12] and both planes and lines are used in the matching process. The precision and recall rates are presented in Fig. 4(b). For the RANSAC-based feature matching, the iteration proceeds until the association result with the most consistent inliers is found. Therefore, the RANSAC-based matching also presents high precision and recall rates. However, it is much more time-consuming than the IT-based method, as shown in the bottom figure of Fig. 4(b). Because the RANSAC algorithm is based on a random sampling process and it usually takes much time to converge to a good result. Differently, in the proposed IT-based method, the incorrect interpretations are naturally discarded during the tree expansion. A significant characteristic of the IT-based method is that feature association is accompanied by expansion of the IT in a closed form and no iterative process is involved, which makes our method quite time-saving.
In addition, the histogram at the bottom of Fig. 5(a) gives the number of frames (for nine image sequences used in Fig. 4) as a function of the quantity of extracted features (planes and lines) per frame. And at the top of Fig. 5(a), the statistics of the number of nodes in an IT corresponding to each bin of the histogram are shown in box plots. As can be seen in the histogram, the quantity of extracted features per frame is mainly distributed in the range of $10-30$, and the corresponding quantity of nodes in the IT is fairly small.


Fig. 5. (a) Bottom: histogram of the quantity of features (planes and lines). Top: statistics of the number of nodes in an IT corresponding to the features in each bin of the histogram. (b) and (c) (Left) Extracted plane and line features and (right) corresponding constructed IT structures for two scenes from the image sequences (b) fr3/cabinet and (c) fr2/desk, respectively. The null nodes are colored red in the IT. The nodes corresponding to the final association result are labeled by the indices of feature pairs.

Furthermore, though the number of nodes increases along with the quantity of features, the computational complexity remains tractable and the process of IT construction is proven to be time-saving, as shown in Fig. 4. Because through incrementally constraining the camera pose while expanding the tree, the feature association and pose estimation are jointly solved and the inconsistent hypotheses can be pruned timely in the IT expansion process. As a result, the search space of an IT is largely reduced, which leads to the high computational efficiency of the IT-based algorithm. Also, we visualize the constructed tree structures as well as the extracted features for two indoor scenes in Fig. 5(b) and (c), respectively. Only the nodes in the interpretation which is chosen as the association result are labeled by the corresponding indices of features for compactness. From the visualized tree structure we can see intuitively that most subtrees of an IT are pruned at the early stage of tree construction.

## B. Experiments on Frame-to-Frame Registration

Unlike the visual descriptor-based feature matching, both the IT-based method and RANSAC-based method compute the camera transformation during the feature association. We run the IT-based and the RANSAC-based methods, respectively, using both plane and line features. Furthermore, the IT-based method is also run using only planes and only lines, respectively, to test the improvement on accuracy after combining them. The translation and rotation errors of the four methods are compared. As can be seen obviously from Fig. 6(a), the IT-based algorithm using both planes and lines gains the best results in term of the translation error in most cases. The rotation errors of four methods are shown in Fig. 6(b). Because the comparison results in terms of the rotation error cannot be clearly seen in the figure, we further compute the mean and variance of the rotation errors for each method as in Table III. It can be seen that the IT-based method using both features has the smallest mean and variance compared with the other three methods.

(a) translation error

(b) rotation error

Fig. 6. Comparison of the matching error. (a) Translation error. (b) Rotation error.

TABLE III
Comparison of the Rotation Error Among Four Methods

|  | Mean(rad) |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | RANSAC | IT | IT(PLANE) | IT(LINE) |
| fr1/desk2 | 0.042 | $\mathbf{0 . 0 3 6}$ | 0.057 | 0.043 |
| fr1/desk | 0.039 | $\mathbf{0 . 0 3 4}$ | 0.048 | 0.038 |
| fr1/plant | 0.041 | $\mathbf{0 . 0 3 1}$ | 0.045 | 0.042 |
| fr1/rpy | 0.050 | $\mathbf{0 . 0 3 6}$ | 0.048 | 0.044 |
| fr1/xyz | 0.041 | $\mathbf{0 . 0 3 3}$ | 0.036 | 0.039 |
| fr2/desk | $\mathbf{0 . 0 2 3}$ | $\mathbf{0 . 0 2 3}$ | 0.030 | 0.029 |
| fr2/rpy | 0.013 | $\mathbf{0 . 0 1 2}$ | 0.017 | 0.014 |
| fr2/xyz | 0.014 | $\mathbf{0 . 0 1 3}$ | $\mathbf{0 . 0 1 3}$ | 0.017 |
| fr3/cabinet | 0.014 | $\mathbf{0 . 0 1 3}$ | 0.018 | 0.018 |
|  |  | Variance $\left(\times 10^{-3}\right.$ rad $)$ |  |  |
|  |  |  |  |  |
|  | RANSAC | IT | IT(PLANE) | IT(LINE) |
| fr1/desk2 | 0.782 | $\mathbf{0 . 4 1 3}$ | 1.048 | 0.851 |
| fr1/desk | 0.630 | $\mathbf{0 . 3 8 7}$ | 0.809 | 0.806 |
| fr1/plant | 1.056 | $\mathbf{0 . 3 4 1}$ | 0.979 | 0.829 |
| fr1/rpy | 1.485 | $\mathbf{0 . 3 6 5}$ | 0.725 | 0.813 |
| fr1/xyz | 1.104 | $\mathbf{0 . 3 5 8}$ | 0.639 | 0.677 |
| fr2/desk | 0.272 | $\mathbf{0 . 2 3 1}$ | 0.453 | 0.374 |
| fr2/rpy | 0.127 | $\mathbf{0 . 0 5 9}$ | 0.126 | 0.093 |
| fr2/xyz | 0.119 | $\mathbf{0 . 0 8 0}$ | 0.163 | 0.197 |
| fr3/cabinet | $\mathbf{0 . 0 8 3}$ | $\mathbf{0 . 0 8 3}$ | 0.342 | 0.198 |

For the pose estimation using only plane features, degeneracy frequently occurs such that the solution cannot be fully constrained. The issue of degeneracy was discussed in our

TABLE IV
Ratio of Constrained Cases for the IT-Based Method Using Only Plane Features

|  | fr1/desk2 | fr1/desk | fr1/plant | fr1/rpy | fr1/xyz |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ratio | $71.7 \%$ | $79.8 \%$ | $58.6 \%$ | $70.1 \%$ | $76.3 \%$ |
|  | fr2/desk | fr2/rpy | fr2/xyz | fr3/cabinet |  |
| ratio | $64.8 \%$ | $61.0 \%$ | $79.0 \%$ | $82.8 \%$ |  |

previous work [49] and was also mentioned in [12] and [20]. The estimation results of the IT-based method using only planes, which are shown in Fig. 6 does not include the degenerate cases. The ratio of cases that the planes provide sufficient constraints is given in Table IV, which shows that the degenerate cases occur in all scenes. Theoretically, the pose estimation using line features may also suffer from degeneracy. However, the quantity of extracted lines is generally larger than that of planes and only two non-planar lines can fully constrain the camera pose. As a result, degeneracy is much less likely to occur for line features. In our experiments, no degeneracy occurs over all the sequences. Nevertheless, Fig. 6 shows that the pose estimation using lines is less accurate than that using planes because lines are more likely to be detected on edges of objects, where the measurement noise is more severe [11]. Therefore, the combination of plane and line features not only increases the accuracy of pose estimation but also alleviates the problem of degeneracy.

## C. Experiment on Joint Optimization

In this section, an ablation experiment is carried out to demonstrate the performance of the hybrid feature joint optimization. In the experiment, the IT-HYFAO-VO is run with the optimization using hybrid features, only plane features, and only line features, respectively, given the same feature association results. The root mean square errors (RMSEs) of the relative pose error (RPE) are computed for the three VO systems and the results are shown in Table V. It can be seen that the accuracy of the VO using hybrid features is obviously superior to the ones using only plane or line features. As is illustrated in Section V-B, the plane featurebased VO may suffer from the degenerate problems, and the ratios of nondegenerate cases for each sequence are also given in Table V. Note that the pose estimates corresponding to the degenerate solutions are not used to compute the RPE results. We can find that, even in the situations that the pose estimation can be fully constrained by the plane features, most of the optimization results using only plane features are less accurate than using hybrid features. As for the line features, although no degeneracy occurs, the resultant RPEs are larger than both the plane feature-based VO and the hybrid feature-based VO.

## D. Evaluation of VO

In this subsection, the proposed IT-HYFAO-VO is evaluated. Three state-of-the-art VO algorithms are chosen for comparison: Prob-RGBD-VO [11], Canny-VO [50], and STING-VO that is presented in our previous work [49]. Prob-RGBD-VO
is a robust VO that combines point, line, and plane features extracted through an RGB-D camera. The probabilistic plane and line fitting methods are used to model the uncertainties. Then, the pose is calculated considering the uncertainties of features. The STING-VO is achieved by aligning the plane features extracted from two successive frames. When the planes cannot fully constrain the problem, a scan alignment based on the statistical information grid is performed to estimate the remaining DoFs of the camera pose. Both the Prob-RGBD-VO and STING-VO use high-level geometric features to estimate the camera poses. The Canny-VO is an efficient RGB-D odometry system achieved by aligning the Canny edges extracted from the images. Though the Canny-VO does not use the highlevel features directly, it exploits the geometric property of the edge structure during the process of a free-form curve registration.

Table VI presents the comparison results in terms of the RMSEs of the absolute trajectory error (ATE) and the RPE, among which the results of the Prob-RGBD-VO and the Canny-VO are reported in [11] and [50], respectively. It can be seen from Table VI that the proposed IT-HYFAO-VO performs better than or on par with the state-of-the-art VO algorithms on most sequences. Though the Prob-RGBD-VO combines multiple geometric features and considers the uncertainties of features as the IT-HYFAO-VO does, it does not exploit the geometrical relationships between different features. As for the edge-based VO algorithm, the measurement noises on the edges of objects are generally more severe than those on the plat surfaces. Therefore, the Canny-VO tends to get good results only when the edges can be clearly extracted. To further demonstrate the superior performance of the IT-HYFAO-VO pipeline, the overall statistical results are presented. Five standard statistics (mean, median, std., min and max) over all the sequences in Table VI are computed and listed in Table VII. As can be seen from Table VII, the performance of the IT-HYFAO-VO has overall better statistics than the comparison methods.
In addition, to demonstrate the real-time performance of the proposed VO pipeline, the statistics of runtime for the VO system are presented in Fig. 7(a). It can be seen that the proposed IT-HYFAO-VO runs at $7-10 \mathrm{~Hz}$, which definitely meet general requirements for real-time performance. Furthermore, the module-wise average runtime is computed on each image sequence and the results are given in Fig. 7(b). It is obvious that the hybrid feature association and joint optimization modules, which are our main contributions, are quite timesaving, compared with the feature extraction procedure.

## E. Evaluation of SLAM

To further verify the accuracy of the proposed IT-HYFAO-VO, we add a back-end factor-graph optimization process to yield a complete SLAM system (abbreviated as IT-HYFAO-SLAM in the following) and compare it with state-of-the-art RGB-D SLAM systems. As are listed in Table VIII, the comparison methods include point-feature-based SLAM system [51], geometric-feature-based ones [49], [52], multifeature-based ones [53], [54], and

TABLE V
Results of Using Different Features in Joint Optimization in Terms of RMSE of RPE

|  | IT-HYFAO-VO <br> /hybrid features | IT-HYFAO-VO <br> /only line feature | IT-HYFAO-VO <br> /only plane feature <br> (ratio of constrained cases) |
| :--- | :--- | :---: | :---: |
| fr1/desk | $\mathbf{0 . 0 2 5 m ; 1 . 7 d e g}$ | $0.045 \mathrm{~m} ; 2.4 \mathrm{deg}$ | $0.033 \mathrm{~m} ; 1.9 \mathrm{deg}(79.8 \%)$ |
| fr1/xyz | $\mathbf{0 . 0 1 2 m ; 0 . 7 d e g}$ | $0.023 \mathrm{~m} ; 1.7 \mathrm{deg}$ | $0.031 \mathrm{~m} ; 1.9 \mathrm{deg}(76.3 \%)$ |
| fr2/xyz | $\mathbf{0 . 0 0 4 m ; 0 . 3 d e g}$ | $0.023 \mathrm{~m} ; 1.7 \mathrm{deg}$ | $0.031 \mathrm{~m} ; 1.9 \mathrm{deg}(79.0 \%)$ |
| fr2/desk | $\mathbf{0 . 0 0 7 m ; 0 . 6 d e g}$ | $0.023 \mathrm{~m} ; 1.7 \mathrm{deg}$ | $0.031 \mathrm{~m} ; 1.9 \mathrm{deg}(64.8 \%)$ |
| fr1/360 | $\mathbf{0 . 0 6 2 m ; 2 . 1 d e g}$ | $0.104 \mathrm{~m} ; 2.8 \mathrm{deg}$ | $0.112 \mathrm{~m} ; 3.0 \mathrm{deg}(68.9 \%)$ |
| fr3/str_notex_far | $0.014 \mathrm{~m} ; \mathbf{0 . 5 d e g}$ | $0.016 \mathrm{~m} ; 0.8 \mathrm{deg}$ | $\mathbf{0 . 0 1 1 m} ; \mathbf{0 . 5 d e g}(59.1 \%)$ |
| fr3/cabinet | $\mathbf{0 . 0 1 6 m ; 1 . 3 d e g}$ | $0.021 \mathrm{~m} ; 1.7 \mathrm{deg}$ | $\mathbf{0 . 0 1 6 m} ; 1.5 \mathrm{deg}(82.8 \%)$ |
| fr3/office | $\mathbf{0 . 0 1 0 m ; 0 . 6 d e g}$ | $0.044 \mathrm{~m} ; 3.6 \mathrm{deg}$ | $0.037 \mathrm{~m} ; 1.9 \mathrm{deg}(88.3 \%)$ |
| lr0 | $\mathbf{0 . 0 1 1 m ; 0 . 3 d e g}$ | $0.014 \mathrm{~m} ; 0.5 \mathrm{deg}$ | $0.019 \mathrm{~m} ; 1.1 \mathrm{deg}(73.6 \%)$ |

TABLE VI
Comparison of VO in Terms of RMSEs of ATE and RPE

|  | ATE |  |  |  | RPE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IT-HYFAO-VO | Prob-RGBD-VO | Canny-VO | STING-VO | IT-HYFAO-VO | Prob-RGBD-VO | Canny-VO | STING-VO |
| fr1/desk | 0.040m | 0.040m | 0.044 m | 0.041 m | $0.025 \mathrm{~m} ; 1.7 \mathrm{deg}$ | 0.023m;1.7deg | $0.031 \mathrm{~m} ; 1.9 \mathrm{deg}$ | 0.025m;1.9deg |
| fr $1 / 360$ | 0.088m | 0.091 m | 0.242 m | 0.122 m | 0.062m;2.1deg | $0.064 \mathrm{~m} ; 2.7 \mathrm{deg}$ | $0.121 \mathrm{~m} ; 4.0 \mathrm{deg}$ | $0.092 \mathrm{~m} ; 3.1 \mathrm{deg}$ |
| fr3/str_notex_far | 0.031 m | 0.054 m | 0.031m | 0.040 m | 0.014m;0.5deg | $0.019 \mathrm{~m} ; 0.7 \mathrm{deg}$ | $0.027 \mathrm{~m} ; \mathbf{0 . 5 d e g}$ | 0.014m;0.8deg |
| fr3/cabinet | 0.051 m | 0.200 m | 0.057 m | 0.070 m | $0.016 \mathrm{~m} ; 1.3 \mathrm{deg}$ | $0.039 \mathrm{~m} ; 1.8 \mathrm{deg}$ | $0.036 \mathrm{~m} ; 1.6 \mathrm{deg}$ | 0.011m;1.0deg |
| lr0 | 0.058 m | 0.059 m | 0.035m | 0.071 m | $0.011 \mathrm{~m} ; \mathbf{0 . 3 d e g}$ | $\mathbf{0 . 0 0 6 m} ; 0.5 \mathrm{deg}$ | 0.014m;0.6deg | 0.019m;0.7deg |

TABLE VII
Overall Statistics of the Results in Table VI

|  |  | $\begin{gathered} \text { IT-HYFAO- } \\ \text { VO } \end{gathered}$ | $\begin{gathered} \text { Prob- } \\ \text { RGBD-VO } \end{gathered}$ | Canny-VO | STING-VO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ATE | Mean | 0.054 m | 0.089 m | 0.082 m | 0.069 m |
|  | Median | 0.051 m | 0.059 m | 0.044 m | 0.070 m |
|  | Std. | 0.022 m | 0.065 m | 0.090 m | 0.033 m |
|  | Min | 0.031 m | 0.040 m | 0.031 m | 0.040 m |
|  | Max | 0.088m | 0.200 m | 0.242 m | 0.122 m |
| RPE | Mean | $0.025 \mathrm{~m} ; 1.2 \mathrm{~d}$ | $0.030 \mathrm{~m} ; 1.5 \mathrm{deg}$ | 0.046m;1.7deg | $0.032 \mathrm{~m} ; 1.5 \mathrm{deg}$ |
|  | Median | $\mathbf{0 . 0 1 6 m} ; 1.3 \mathrm{~d}$ | $0.023 \mathrm{~m} ; 1.7 \mathrm{deg}$ | $0.031 \mathrm{~m} ; 1.6 \mathrm{deg}$ | $0.019 \mathrm{~m} ; 1.0 \mathrm{deg}$ |
|  | Std. | 0.021m;0.7d | 0.022m;0.9deg | 0.042m;1.4deg | $0.033 \mathrm{~m} ; 1.0 \mathrm{deg}$ |
|  | Min | $0.011 \mathrm{~m} ; \mathbf{0} \mathbf{3 d}$ | 0.006m;0.5deg | $0.014 \mathrm{~m} ; 0.5 \mathrm{deg}$ | $0.011 \mathrm{~m} ; 0.7 \mathrm{deg}$ |
|  | Max | $0.062 \mathrm{~m} ; 2.1 \mathrm{~d}$ | $0.064 \mathrm{~m} ; 2.7 \mathrm{deg}$ | 0.121m;4.0deg | 0.092m;3.1deg |

map-fusion-based ones [55]-[57]. The ORB-SLAM2 [51] is widely acknowledged as the most efficient open-source implementation of the point-feature-based SLAM algorithm. Both the CPA-SLAM [52] and STING-SLAM [49] use plane features. The CPA-SLAM tracks the camera motion via a direct image alignment toward the keyframes as well as a global plane model, while the STING-SLAM computes the pose of the RGB-D camera directly using parameters of plane features. The PL-SLAM [53] and PinpointSLAM [54] combine the geometric features (planes or lines) with the point features. And the ElasticFusion [55], GC-SLAM [56] and PSM-SLAM [57] are based on map fusion and dense alignment of the scans. We run the IT-HYFAO-SLAM in various scenes from different datasets and compare it with the other eight methods, whose results were reported in the literature [52]-[57], as shown in Table IV. It is shown from Table VIII that the IT-HYFAO-SLAM system compares favorably with other state-of-the-art SLAM methods. As in the evaluation of the VO methods, the overall statistical results are also computed for the SLAM methods. Table IX


Fig. 7. (a) Statistics of the runtime and (b) modulewise average runtime for the IT-HYFAO-VO on the sequences in Table VI.
lists the five statistics over all the sequences in Table VI. We can see that the IT-HYFAO-SLAM system get the best results in terms of the mean, std. and max statistics, which further demonstrates the good performance of the proposed method.

TABLE VIII
Comparison of SLAM in Term of ATE RMSE

|  | IT-HYFAOSLAM | $\begin{aligned} & \text { ORB- } \\ & \text { SLAM2 } \end{aligned}$ | Elastic Fusion | $\begin{gathered} \text { GC- } \\ \text { SLAM } \end{gathered}$ | $\begin{aligned} & \text { PSM- } \\ & \text { SLAM } \end{aligned}$ | $\begin{gathered} \text { PL- } \\ \text { SLAM } \end{gathered}$ | Pinpoint SLAM | CPA- <br> SLAM | $\begin{aligned} & \text { STING- } \\ & \text { SLAM } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| fr1/xyz | 0.011m | 0.013 m | 0.011m | - | 0.011m | 0.012 m | 0.015 m | 0.011m | 0.011m |
| fr1/rpy | 0.020m | 0.025 m | 0.025 m | - | 0.021 m | - | - | 0.024 m | 0.025 m |
| fr1/desk | 0.015 m | 0.016 m | 0.020 m | 0.019 m | 0.016 m | - | - | 0.018 m | 0.030 m |
| fr1/desk2 | 0.020 m | 0.022 m | 0.048 m | - | 0.026 m | - | - | 0.029 m | 0.037 m |
| fr1/room | 0.045 m | 0.047 m | 0.068 m | - | 0.052 m | - | - | 0.055 m | 0.083 m |
| fr2/xyz | 0.011 m | 0.004m | 0.011 m | 0.011 m | - | 0.004m | 0.012 m | 0.014 m | 0.010 m |
| fr2/desk | 0.043 m | 0.009m | 0.071 m | - | 0.080 m | - | 0.063 m | 0.046 m | 0.053 m |
| fr3/office | 0.022 m | 0.010m | 0.017 m | 0.026 m | 0.031 m | 0.019 m | 0.026 m | 0.025 m | 0.034 m |
| fr3/nst_tex_near | 0.016 m | 0.019 m | $\mathbf{0 . 0 1 6 m}$ | 0.016 m | - | 0.020 m | - | 0.016 m | 0.018 m |
| fr3/str_tex_far | 0.008m | 0.015 m | 0.013 m | - | - | 0.009 m | 0.026 m | - | 0.009 m |
| fr3/str_ntex_near | 0.020 m | failed | 0.021 m | - | - | - | - | - | 0.037 m |
| fr3/str_ntex_far | 0.027 m | failed | 0.030 m | - | - | - | - | - | 0.060 m |
| kt0 | 0.009 m | 0.019 m | 0.009 m | 0.006 m | 0.005 m | - | 0.004m | - | 0.011 m |
| kt1 | 0.006m | 0.058 m | 0.009 m | 0.006 m | 0.008 m | - | 0.019 m | - | 0.006 m |
| kt2 | 0.008 m | 0.047 m | 0.014 m | 0.008 m | 0.054 m | - | 0.008m | 0.089 m | 0.021 m |
| kt3 | 0.008m | 0.037 m | 0.106 m | 0.010 m | 0.030 m | - | 0.016 m | 0.009 m | 0.015 m |

TABLE IX
Overall Statistics of the Results in Table VIII

|  | IT- <br> HYFAO- | ORB- <br> SLAM2 | Elastic <br> Fusion | GC- <br> SLAM | PSM- <br> SLAM | PL- <br> SLAM | Pinpoint <br> SLAM | CPA- <br> SLAM | STING- <br> SLAM |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SLAM |  |  |  |  |  |  |  |  |
| Mean | $\mathbf{0 . 0 1 8 m}$ | 0.022 m | 0.031 m | 0.020 m | 0.031 m | 0.028 m | 0.028 m | 0.032 m | 0.029 m |
| Median | 0.016 m | 0.018 m | 0.019 m | $\mathbf{0 . 0 1 4 m}$ | 0.024 m | 0.017 m | 0.018 m | 0.021 m | 0.023 m |
| Std. | $\mathbf{0 . 0 1 2 m}$ | 0.016 m | 0.028 m | 0.024 m | 0.029 m | 0.029 m | 0.027 m | 0.029 m | 0.022 m |
| Min | 0.006 m | $\mathbf{0 . 0 0 4 m}$ | 0.009 m | 0.006 m | 0.005 m | $\mathbf{0 . 0 0 4 m}$ | $\mathbf{0 . 0 0 4 m}$ | 0.009 m | 0.006 m |
| Max | $\mathbf{0 . 0 4 5 m}$ | 0.058 m | 0.106 m | 0.106 m | 0.106 m | 0.106 m | 0.106 m | 0.106 m | 0.083 m |

## VI. Conclusion

In this article, the IT-HYFAO-VO system has been developed using high-level geometric features (planes and lines). To associate multiple geometric features simultaneously, a unified framework has been proposed based on the IT. The IT expansion method has been elaborately designed for the association of multiple geometric features. The proposed method has been evaluated and compared with the state-of-the-art methods in different public datasets and has shown good performance.

In the proposed IT-HYFAO-VO method, complementary advantages of different features are exploited to improve the accuracy and alleviates the problem of degeneracy. Compared with the widely used NN search-based or RANSAC-based association of geometric features, all the possible hypotheses are properly structured in an IT structure and optimal solutions to both the feature association and the pose estimation can be obtained in a closed form, which guarantees that the associated features are consistent under common transformations. Additionally, the proposed framework is theoretically extensible to any combination of different types of features, such as points, lines, and planes. Furthermore, the geometric features, such as planes and lines, encode more higher-level semantic information of indoor environments, which is beneficial for robot tasks like scene recognition and understanding. It needs to be pointed out that the proposed IT-HYFAO-VO method is theoretically independent of the sensor type as well as the specific feature extraction algorithm. Therefore, IT-HYFAO-VO can be easily extended to other sensors, such as a monocular
vision or Lidar sensor, as long as parameters of the extracted features can be computed. In future works, we plan to combine the point features with high-level geometric features in one unified framework to further improve the accuracy and robustness of the system. Further, the visual appearance provided by the point features as well as the structural information provided by the geometric features is planned to be exploited simultaneously to benefit the high-level tasks of the robot.

## ApPENDIX A <br> Rotation Consistency

In this appendix, the detailed solution to (3) is given. The rigid rotation in 3-D space can be formulated as $\boldsymbol{e}_{c}=\boldsymbol{R} \boldsymbol{e}_{r}$, with $\boldsymbol{e}$ being the unit direction vector and $\boldsymbol{R} \in \mathbb{S O}(3)$ the rotation matrix. Specifically, $\boldsymbol{R}$ can be expressed as

$$
\begin{equation*}
\boldsymbol{R}=\operatorname{Rot}(\boldsymbol{r}, \theta)=\cos \theta \boldsymbol{I}+(1-\cos \theta) \boldsymbol{r} \boldsymbol{r}^{T}+\sin \theta[\boldsymbol{r}]_{\times} \tag{16}
\end{equation*}
$$

where $\boldsymbol{r}$ is the unit axis about which the rotation takes place, and $\theta$ is the angle of rotation about $\boldsymbol{r}$. Given the rotation axis $\boldsymbol{r}$ and a pair of feature directions $\boldsymbol{e}_{c}$ and $\boldsymbol{e}_{r}\left(\boldsymbol{r}, \boldsymbol{e}_{c}\right.$ and $\boldsymbol{e}_{r}$ are not collinear), substitute (16) into $\boldsymbol{e}_{c}=\boldsymbol{R} \boldsymbol{e}_{r}$ and the rotation angle $\theta$ can be calculated by

$$
\begin{align*}
\theta & =\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}, \boldsymbol{e}_{r}\right)=\operatorname{atan} 2(\sin \theta, \cos \theta)  \tag{17}\\
\cos \theta & =1-\frac{1-\boldsymbol{e}_{r}^{T} \boldsymbol{e}_{c}}{1-\left(\boldsymbol{r}^{T} \boldsymbol{e}_{c}\right)\left(\boldsymbol{r}^{T} \boldsymbol{e}_{r}\right)}, \quad \sin \theta=\frac{\left(\boldsymbol{r} \times \boldsymbol{e}_{r}\right)^{T} \boldsymbol{e}_{c}}{1-\left(\boldsymbol{r}^{T} \boldsymbol{e}_{c}\right)\left(\boldsymbol{r}^{T} \boldsymbol{e}_{r}\right)} . \tag{18}
\end{align*}
$$



Fig. 8. (a) Left: rotation axes lie on the plane perpendicular to $\boldsymbol{e}_{c}-\boldsymbol{e}_{r}$. Right: Resultant rotation axis with 1DoF can be expressed by two basis vectors $\boldsymbol{r}_{x}$ and $\boldsymbol{r}_{y}$ on the plane. (b) If $\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{c}^{j} \neq \boldsymbol{e}_{r}^{j}$, the rotation axis is simply $\boldsymbol{e}_{c}^{i}\left(\boldsymbol{e}_{r}^{i}\right)$. (c) Left: illustration of the angles $\alpha_{i}$ and $\beta_{i}$. Right: illustration of the angles $\gamma_{i}, \gamma_{j}$ and $\delta$. (a) Case I. (b) Case II. (c) Case III.

Because a rigid rotation preserves orientation, $\left\langle\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{c}^{j}\right\rangle=$ $\left\langle\boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{r}^{j}\right\rangle$ holds true if there exists a feasible solution $\boldsymbol{R}$ to (3), with $\langle\cdot, \cdot\rangle$ denoting the angle between two vectors. Besides, a rotation also preserves the angle between the transformed vector and the direction of rotation. As a result, the set of potential rotation axes that satisfies (3) is given by

$$
\begin{equation*}
\left\{\boldsymbol{r} \mid \boldsymbol{r}^{T} \boldsymbol{e}_{c}^{i}=\boldsymbol{r}^{T} \boldsymbol{e}_{r}^{i}, \boldsymbol{r}^{T} \boldsymbol{e}_{c}^{j}=\boldsymbol{r}^{T} \boldsymbol{e}_{r}^{j}, \boldsymbol{r}^{T} \boldsymbol{r}=1\right\} . \tag{19}
\end{equation*}
$$

According to the spatial configuration of the direction vectors, the solution to (3) can be classified into four cases, which are presented in the following.

Case I: $\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{c}^{j}$ and $\boldsymbol{e}_{r}^{i}=\boldsymbol{e}_{r}^{j}$.
In this case, the direction vectors of the two features $\boldsymbol{e}_{c}^{i}$ and $\boldsymbol{e}_{c}^{j}$ (or $\boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{r}^{j}$ ) in the same coordinate system coincide with each other. Let $\boldsymbol{e}_{c}=\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{c}^{j}$ and $\boldsymbol{e}_{r}=\boldsymbol{e}_{r}^{i}=\boldsymbol{e}_{r}^{j}$.

If $\boldsymbol{e}_{c}=\boldsymbol{e}_{r}$, then the rotation axis is $\boldsymbol{e}_{c}$ and the set of consistent rotations is $\mathcal{R}=\left\{\boldsymbol{R} \mid \boldsymbol{R}=\operatorname{Rot}\left(\boldsymbol{e}_{c}, \varphi\right), \varphi \in \mathbb{R}\right\}$. If $\boldsymbol{e}_{c} \neq \boldsymbol{e}_{r}$, the set of rotation axes defined in (19) can be rewritten as

$$
\begin{equation*}
\left\{\boldsymbol{r} \mid \boldsymbol{r}^{T}\left(\boldsymbol{e}_{c}-\boldsymbol{e}_{r}\right)=0, \boldsymbol{r}^{T} \boldsymbol{r}=1\right\} \tag{20}
\end{equation*}
$$

It is clear from (20) that the unit axis $\boldsymbol{r}$ lies on the plane perpendicular to vector $\boldsymbol{e}_{c}-\boldsymbol{e}_{r}$, as seen in Fig. 8(a). Thus, $\boldsymbol{r}$ has one degree of freedom (DoF). Without loss of generality, let

$$
\begin{equation*}
\boldsymbol{r}_{x}=\frac{\boldsymbol{e}_{r} \times \boldsymbol{e}_{c}}{\left\|\boldsymbol{e}_{r} \times \boldsymbol{e}_{c}\right\|}, \quad \boldsymbol{r}_{y}=\frac{\boldsymbol{e}_{r}+\boldsymbol{e}_{c}}{\left\|\boldsymbol{e}_{r}+\boldsymbol{e}_{c}\right\|} \tag{21}
\end{equation*}
$$

which form a basis on the plane perpendicular to $\boldsymbol{e}_{c}-\boldsymbol{e}_{r}$. The rotation axis satisfying (20) can be represented by

$$
\begin{equation*}
\boldsymbol{r}(\varphi)=\boldsymbol{r}_{x} \cos \varphi+\boldsymbol{r}_{y} \sin \varphi, \quad \varphi \in \mathbb{R} \tag{22}
\end{equation*}
$$

$\forall \varphi \in \mathbb{R}$, the angle of rotation corresponding to $\boldsymbol{r}(\varphi)$ can be computed by $\theta(\varphi)=\Theta\left(\boldsymbol{r}(\varphi), \boldsymbol{e}_{c}, \boldsymbol{e}_{)}\right.$.

In conclusion, for the case that $\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{c}^{j}$ and $\boldsymbol{e}_{r}^{i}=\boldsymbol{e}_{r}^{j}$, the rigid rotation that satisfies the rotation consistency has one DoF. The set of consistent rotations is denoted by $\mathcal{R}=$ $\{\boldsymbol{R} \mid \boldsymbol{R}=R(\varphi), \varphi \in \mathbb{R}\}$, with

$$
R(\varphi)= \begin{cases}\operatorname{Rot}\left(\boldsymbol{e}_{c}, \varphi\right), & \text { if } \boldsymbol{e}_{c}=\boldsymbol{e}_{r}  \tag{23}\\ \operatorname{Rot}(\boldsymbol{r}(\varphi), \theta(\varphi)), & \text { if } \boldsymbol{e}_{c} \neq \boldsymbol{e}_{r}\end{cases}
$$

Case II: At least one of the equations $\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}$ is satisfied $\left(\boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{c}^{j}\right)$.

In this case, the directions of at least one pair of corresponding geometric features coincide with each other.

If both $\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}$ hold true, then the resultant rotation matrix is $\boldsymbol{R}=\boldsymbol{I}$. If $\boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{c}^{j} \neq \boldsymbol{e}_{r}^{j}$, then the
rotation axis is $\boldsymbol{r}=\boldsymbol{e}_{c}^{i}$ and the rotation angle can be computed by $\theta=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)$, as illustrated in Fig. 8(b). Likewise, if $\boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}$ and $\boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{r}^{i}$, then $\boldsymbol{r}=\boldsymbol{e}_{c}^{j}, \theta=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)$. In summary, the resultant rotation matrix can be determined by

$$
\boldsymbol{R}= \begin{cases}\boldsymbol{I}, & \text { if } \boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i} \text { and } \boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}  \tag{24}\\ \operatorname{Rot}\left(\boldsymbol{e}_{c}^{i}, \Theta\left(\boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)\right), & \text { if } \boldsymbol{e}_{c}^{i}=\boldsymbol{e}_{r}^{i} \text { and } \boldsymbol{e}_{c}^{j} \neq \boldsymbol{e}_{r}^{j} \\ \operatorname{Rot}\left(\boldsymbol{e}_{c}^{j}, \Theta\left(\boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)\right), & \text { if } \boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{r}^{i} \text { and } \boldsymbol{e}_{c}^{j}=\boldsymbol{e}_{r}^{j}\end{cases}
$$

Case III: $\left(\boldsymbol{e}_{c}^{i}-\boldsymbol{e}_{r}^{i}\right) \times\left(\boldsymbol{e}_{c}^{j}-\boldsymbol{e}_{r}^{j}\right)=0\left(\boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{r}^{i}\right.$, $\left.\boldsymbol{e}_{c}^{j} \neq \boldsymbol{e}_{r}^{j}\right)$.

In this case, although the rotation axis $\boldsymbol{r}$ cannot be determined directly by (19), it can be calculated by solving

$$
\begin{equation*}
\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right) \tag{25}
\end{equation*}
$$

From (17) and (18), (25) can be rewritten as

$$
\begin{align*}
& 1-\frac{1-\boldsymbol{e}_{r}^{i} T}{1-\left(\boldsymbol{r}^{T} \boldsymbol{e}_{c}^{i}\right)\left(\boldsymbol{r}^{T} \boldsymbol{e}_{r}^{i}\right)}=1-\frac{1-\boldsymbol{e}_{r}^{j}{ }^{T} \boldsymbol{e}_{c}^{j}}{1-\left(\boldsymbol{r}^{T} \boldsymbol{e}_{c}^{j}\right)\left(\boldsymbol{r}^{T} \boldsymbol{e}_{r}^{j}\right)} \\
& \frac{\left(\boldsymbol{r} \times \boldsymbol{e}_{r}^{i}\right)^{T} \boldsymbol{e}_{c}^{i}}{1-\left(\boldsymbol{r}^{T} \boldsymbol{e}_{c}^{i}\right)\left(\boldsymbol{r}^{T} \boldsymbol{e}_{r}^{i}\right)}=\frac{\left(\boldsymbol{r} \times \boldsymbol{e}_{r}^{j}\right)^{T} \boldsymbol{e}_{c}^{j}}{1-\left(\boldsymbol{r}^{T} \boldsymbol{e}_{c}^{j}\right)\left(\boldsymbol{r}^{T} \boldsymbol{e}_{r}^{j}\right)} \tag{26}
\end{align*}
$$

Denote several included angles by

$$
\begin{align*}
\alpha_{i} & =\frac{1}{2}\left\langle\boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{c}^{i}\right\rangle, \quad \alpha_{j}=\frac{1}{2}\left\langle\boldsymbol{e}_{r}^{j}, \boldsymbol{e}_{c}^{j}\right\rangle \\
\beta_{i} & =\left\langle\boldsymbol{r}, \boldsymbol{e}_{r}^{i}\right\rangle=\left\langle\boldsymbol{r}, \boldsymbol{e}_{c}^{i}\right\rangle, \quad \beta_{j}=\left\langle\boldsymbol{r}, \boldsymbol{e}_{r}^{j}\right\rangle=\left\langle\boldsymbol{r}, \boldsymbol{e}_{c}^{j}\right\rangle \\
\gamma_{i} & =\left\langle\boldsymbol{r}, \boldsymbol{e}_{r}^{i} \times \boldsymbol{e}_{c}^{i}\right\rangle, \quad \gamma_{j}=\left\langle\boldsymbol{r}, \boldsymbol{e}_{r}^{j} \times \boldsymbol{e}_{c}^{j}\right\rangle . \tag{27}
\end{align*}
$$

After some algebraic calculation, (26) can be rewritten as

$$
\begin{align*}
\frac{\sin ^{2} \alpha_{i}}{\sin ^{2} \beta_{i}} & =\frac{\sin ^{2} \alpha_{j}}{\sin ^{2} \beta_{j}}  \tag{28}\\
\frac{\cos \gamma_{i} \sin \alpha_{i} \cos \alpha_{i}}{\sin ^{2} \beta_{i}} & =\frac{\cos \gamma_{j} \sin \alpha_{j} \cos \alpha_{j}}{\sin ^{2} \beta_{j}} \tag{29}
\end{align*}
$$

From the criteria $\boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{c}^{j} \neq \boldsymbol{e}_{r}^{j}$, it is obvious that $\sin \alpha_{i} \neq 0$ and $\sin \alpha_{j} \neq 0$. And from $\boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{c}^{j}$, we know that if $\cos \alpha_{i}=0$ then $\cos \alpha_{j} \neq 0$, and vice versa. If $\cos \alpha_{i}=0$, from (29) we know that $\cos \gamma_{j}=0$ and the rotation axis is $\boldsymbol{r}=$ $\eta\left(\boldsymbol{e}_{c}^{j}+\boldsymbol{e}_{r}^{j}\right)$ with $\eta$ denoting the normalizing factor. Likewise, if $\cos \alpha_{j}=0$, then $\boldsymbol{r}=\eta\left(\boldsymbol{e}_{c}^{i}+\boldsymbol{e}_{r}^{i}\right)$.

If $\cos \alpha_{i} \neq 0$ and $\cos \alpha_{j} \neq 0$, combining (28) and (29) yields

$$
\begin{equation*}
\frac{\cos \gamma_{i}}{\tan \alpha_{i}}=\frac{\cos \gamma_{j}}{\tan \alpha_{j}} \tag{30}
\end{equation*}
$$

Let

$$
\begin{array}{ll}
\boldsymbol{r}_{x}^{i}=\frac{\boldsymbol{e}_{r}^{i} \times \boldsymbol{e}_{c}^{i}}{\left\|\boldsymbol{e}_{r}^{i} \times \boldsymbol{e}_{c}^{i}\right\|}, \quad \boldsymbol{r}_{y}^{i}=\frac{\boldsymbol{e}_{r}^{i}+\boldsymbol{e}_{c}^{i}}{\left\|\boldsymbol{e}_{r}^{i}+\boldsymbol{e}_{c}^{i}\right\|} \\
\boldsymbol{r}_{x}^{j}=\frac{\boldsymbol{e}_{r}^{j} \times \boldsymbol{e}_{c}^{j}}{\left\|\boldsymbol{e}_{r}^{j} \times \boldsymbol{e}_{c}^{j}\right\|}, \quad \boldsymbol{r}_{y}^{j}=\frac{\boldsymbol{e}_{r}^{j}+\boldsymbol{e}_{c}^{j}}{\left\|\boldsymbol{e}_{r}^{j}+\boldsymbol{e}_{c}^{j}\right\|} . \tag{31}
\end{array}
$$

It is obvious that $\boldsymbol{r}_{x}^{i}$ and $\boldsymbol{r}_{y}^{i}$ are orthogonal to each other. $\gamma_{i}$ is the angle between $\boldsymbol{r}$ and $\boldsymbol{r}_{x}^{i}$, as illustrated in Fig. 8(c), and it can be expressed by

$$
\begin{equation*}
\gamma_{i}=\operatorname{atan} 2\left(\boldsymbol{r}^{T} \boldsymbol{r}_{y}^{i}, \boldsymbol{r}^{T} \boldsymbol{r}_{x}^{i}\right) \tag{32}
\end{equation*}
$$

And let

$$
\begin{equation*}
\delta=\operatorname{atan} 2\left(\boldsymbol{r}_{x}^{j^{T}} \boldsymbol{r}_{y}^{i}, \boldsymbol{r}_{x}^{j^{T}} \boldsymbol{r}_{x}^{i}\right) \tag{33}
\end{equation*}
$$

From (27), (32) and (33), it can be known that $\gamma_{j}=\gamma_{i}-\delta$, as shown in Fig. 8(c). Substitute $\gamma_{j}$ into (30) and we obtain

$$
\begin{equation*}
\gamma_{i}=\operatorname{atan} 2\left(\frac{\tan \alpha_{j}}{\tan \alpha_{i}}-\cos \delta, \sin \delta\right) \tag{34}
\end{equation*}
$$

Thus, the axis $\boldsymbol{r}$ is

$$
\begin{equation*}
\boldsymbol{r}=\boldsymbol{r}_{x}^{i} \cos \gamma_{i}+\boldsymbol{r}_{y}^{i} \sin \gamma_{i} \tag{35}
\end{equation*}
$$

Note that for the aforementioned special cases $\cos \alpha_{i}=0$ and $\cos \alpha_{j}=0$, the results can also be included in the unified formulation (35).

Case IV: The general case $\left[\left(\boldsymbol{e}_{c}^{i}-\boldsymbol{e}_{r}^{i}\right) \times\left(\boldsymbol{e}_{c}^{j}-\boldsymbol{e}_{r}^{j}\right) \neq 0, \boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{c}^{j}\right.$, $\left.\boldsymbol{e}_{c}^{i} \neq \boldsymbol{e}_{r}^{i}, \boldsymbol{e}_{c}^{j} \neq \boldsymbol{e}_{r}^{j}\right]$.

According to (19), the rotation axis lies on the planes perpendicular to the vectors $\boldsymbol{e}_{c}^{i}-\boldsymbol{e}_{r}^{i}$ and $\boldsymbol{e}_{c}^{j}-\boldsymbol{e}_{r}^{j}$, respectively. Therefore, the rotation axis can be determined by $\boldsymbol{r}=\eta\left(\boldsymbol{e}_{c}^{i}-\right.$ $\left.\boldsymbol{e}_{r}^{i}\right) \times\left(\boldsymbol{e}_{c}^{j}-\boldsymbol{e}_{r}^{j}\right)$, where $\eta$ is the normalizing factor. Then, the rotation angles $\theta_{i}=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{i}, \boldsymbol{e}_{r}^{i}\right)$ and $\theta_{j}=\Theta\left(\boldsymbol{r}, \boldsymbol{e}_{c}^{j}, \boldsymbol{e}_{r}^{j}\right)$ are computed, respectively. If $\theta_{i}=\theta_{j}$, then the two nodes are rotation consistent under $\boldsymbol{R}=\operatorname{Rot}\left(\boldsymbol{r}, \theta_{i}\right)$.

Among the above four cases, the 3DoF rotation can be fully constrained in three cases, except case I, which corresponds to a special configuration of the directions of features. In the following, the translation consistency is calculated given the results of the rotation consistency.

## Appendix B

## Translation Consistency

In this section, the computation of the translation consistency is presented. Three different cases are dealt with separately, i.e., plane-plane case, line-line case and plane-line case.

## A. Plane-Plane Case

$$
\mathcal{F}_{c}^{i}=\pi_{c}^{i}, \mathcal{F}_{r}^{i}=\pi_{r}^{i}, \mathcal{F}_{c}^{j}=\pi_{c}^{j}, \mathcal{F}_{r}^{j}=\pi_{r}^{j}
$$

When two pairs of plane features are known to be rotation consistent under any $\boldsymbol{R} \in \mathcal{R}$, their consistent translations can be calculated by solving the following linear equations:

$$
\begin{align*}
& \boldsymbol{n}_{c}^{i^{T}} \boldsymbol{t}=d_{r}^{i}-d_{c}^{i} \\
& \boldsymbol{n}_{c}^{j^{T}} \boldsymbol{t}=d_{r}^{j}-d_{c}^{j} . \tag{36}
\end{align*}
$$

Rewriting (36) in a matrix form yields

$$
\begin{align*}
\boldsymbol{A}_{\mathrm{pp}} t & =\boldsymbol{b}_{\mathrm{pp}}  \tag{37}\\
\boldsymbol{A}_{\mathrm{pp}} & =\left[\begin{array}{c}
\boldsymbol{n}_{c}^{i} \\
\boldsymbol{n}_{c}^{j^{T}}
\end{array}\right], \quad \boldsymbol{b}_{\mathrm{pp}}=\left[\begin{array}{c}
d_{r}^{i}-d_{c}^{i} \\
d_{r}^{j}-d_{c}^{j}
\end{array}\right] . \tag{38}
\end{align*}
$$

If $\boldsymbol{n}_{c}^{i}=\boldsymbol{n}_{c}^{j}=\boldsymbol{n}_{c}$, i.e., the planes in the same coordinate systems are parallel to each other, it is obvious that $\operatorname{rank}\left(\boldsymbol{A}_{\mathrm{pp}}\right)=1$. In this case, if the linear system (37) has solutions, it requires that $\operatorname{rank}\left(\left[\boldsymbol{A}_{\mathrm{pp}} \mid \boldsymbol{b}_{\mathrm{pp}}\right]\right)=1$, i.e., $d_{r}^{i}-d_{c}^{i}=$ $d_{r}^{j}-d_{c}^{j}$. Since $\operatorname{rank}\left(\left[\boldsymbol{A}_{\mathrm{pp}} \mid \boldsymbol{b}_{\mathrm{pp}}\right]\right)=\operatorname{rank}\left(\boldsymbol{A}_{\mathrm{pp}}\right)<3$, the linear system (37) has infinite solutions with two DoFs

$$
\begin{equation*}
\boldsymbol{t}=\boldsymbol{t}_{\mathrm{pp} 1}+\left[\boldsymbol{w}_{\mathrm{pp} 1}\right]_{\times} \boldsymbol{\mu} \tag{39}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{w}_{\mathrm{pp} 1} & =\boldsymbol{n}_{c}, \boldsymbol{\mu} \in \mathbb{R}^{3} \\
\boldsymbol{t}_{\mathrm{pp} 1} & =\left(\boldsymbol{A}_{\mathrm{pp} 1}^{T} \boldsymbol{A}_{\mathrm{pp} 1}\right)^{-1} \boldsymbol{A}_{\mathrm{pp} 1}^{T} \boldsymbol{b}_{\mathrm{pp} 1} \\
\boldsymbol{A}_{\mathrm{pp} 1} & =\left[\begin{array}{c}
\boldsymbol{A}_{\mathrm{pp}} \\
{\left[\boldsymbol{w}_{\mathrm{pp} 1}\right]_{\times}}
\end{array}\right], \quad \boldsymbol{b}_{\mathrm{pp} 1}=\left[\begin{array}{c}
\boldsymbol{b}_{\mathrm{pp}} \\
\mathbf{0}
\end{array}\right] . \tag{40}
\end{align*}
$$

If $\boldsymbol{n}_{c}^{i} \neq \boldsymbol{n}_{c}^{j}$, i.e., the planes in the same coordinate system are nonparallel, then $\operatorname{rank}\left(\boldsymbol{A}_{\mathrm{pp}}\right)=2$. Because $\operatorname{rank}\left(\left[\boldsymbol{A}_{\mathrm{pp}} \mid \boldsymbol{b}_{\mathrm{pp}}\right]\right)=2$ holds true, the linear system (37) has infinite solutions which have one DoF

$$
\begin{equation*}
\boldsymbol{t}=\boldsymbol{t}_{\mathrm{pp} 2}+\mu \boldsymbol{w}_{\mathrm{pp} 2} \tag{41}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{w}_{\mathrm{pp} 2} & =\boldsymbol{n}_{c}^{i} \times \boldsymbol{n}_{c}^{j}, \quad \mu \in \mathbb{R} \\
\boldsymbol{t}_{\mathrm{pp} 2} & =\left(\boldsymbol{A}_{\mathrm{pp} 2}^{T} \boldsymbol{A}_{\mathrm{pp} 2}\right)^{-1} \boldsymbol{A}_{\mathrm{pp} 2}^{T} \boldsymbol{b}_{\mathrm{pp} 2} \\
\boldsymbol{A}_{\mathrm{pp} 2} & =\left[\begin{array}{c}
\boldsymbol{A}_{\mathrm{pp}} \\
\boldsymbol{w}_{\mathrm{pp} 2}^{T}
\end{array}\right], \quad \boldsymbol{b}_{\mathrm{pp} 2}=\left[\begin{array}{c}
\boldsymbol{b}_{\mathrm{pp}} \\
0
\end{array}\right] . \tag{42}
\end{align*}
$$

## B. Line-Line Case

$\mathcal{F}_{c}^{i}=\mathcal{L}_{c}^{i}, \mathcal{F}_{r}^{i}=\mathcal{L}_{r}^{i}, \mathcal{F}_{c}^{j}=\mathcal{L}_{c}^{j}, \mathcal{F}_{r}^{j}=\mathcal{L}_{r}^{j}$.
In the case of two line pairs, given the consistent rotation $\boldsymbol{R} \in \mathcal{R}$, the consistent translation can be calculated by solving the following linear equations:

$$
\begin{align*}
{\left[\boldsymbol{v}_{c}^{i}\right]_{\times} \boldsymbol{t} } & =\boldsymbol{R} \boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{c}^{i} \\
{\left[\boldsymbol{v}_{c}^{j}\right]_{\times} \boldsymbol{t} } & =\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j} . \tag{43}
\end{align*}
$$

Rewrite (43) in a matrix form

$$
\begin{align*}
\boldsymbol{A}_{\mathrm{ll}} \boldsymbol{t} & =\boldsymbol{b}_{\mathrm{ll}}  \tag{44}\\
\boldsymbol{A}_{\mathrm{ll}} & =\left[\begin{array}{c}
{\left[\boldsymbol{v}_{c}^{i}\right]_{\times}} \\
{\left[\boldsymbol{v}_{c}^{j}\right]_{\times}}
\end{array}\right], \quad \boldsymbol{b}_{\mathrm{ll}}=\left[\begin{array}{l}
\boldsymbol{R} \boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{c}^{i} \\
\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j}
\end{array}\right] . \tag{45}
\end{align*}
$$

If $\boldsymbol{v}_{c}^{i}=\boldsymbol{v}_{c}^{j}=\boldsymbol{v}_{c}$, i.e., the lines in the same coordinate system are parallel to each other, then $\operatorname{rank}\left(\boldsymbol{A}_{11}\right)=2$. The linear system (44) has solutions if and only if $\operatorname{rank}\left(\left[\boldsymbol{A}_{11} \mid \boldsymbol{b}_{\text {II }}\right]\right)=2$, which requires that

$$
\begin{equation*}
\boldsymbol{R} \boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{c}^{i}=\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j} . \tag{46}
\end{equation*}
$$

According to the properties of the rotation matrix $\boldsymbol{R}$, (46) is equivalent to the following equations:

$$
\begin{align*}
\left\|\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}\right\| & =\left\|\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}\right\|  \tag{47}\\
\boldsymbol{R} \cdot \frac{\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}}{\left\|\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}\right\|} & =\frac{\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}}{\left\|\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}\right\|} . \tag{48}
\end{align*}
$$

As known from Algorithm 1, if $\boldsymbol{v}_{c}^{i}=\boldsymbol{v}_{c}^{j}$, the consistent rotation $\boldsymbol{R}$ has one DoF. Let $\boldsymbol{v}_{r}=\boldsymbol{v}_{r}^{i}=\boldsymbol{v}_{r}^{j}$. In this case, if (47) holds true, we need to solve for a rotation to satisfy (48) and $\boldsymbol{v}_{c}=\boldsymbol{R} \boldsymbol{v}_{r}$ simultaneously by
RotationConsistency $\left(\boldsymbol{v}_{c}, \boldsymbol{v}_{r}, \frac{\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}}{\left\|\boldsymbol{u}_{c}^{i}-\boldsymbol{u}_{c}^{j}\right\|}, \frac{\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}}{\left\|\boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{r}^{j}\right\|}\right)$.
If the returning value is not $\varnothing$, then $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$ are translation consistent and the resultant translation has one DoF

$$
\begin{equation*}
\boldsymbol{t}=\boldsymbol{t}_{111}+\mu \boldsymbol{w}_{111} \tag{49}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{w}_{111} & =\boldsymbol{v}_{c}, \mu \in \mathbb{R} \\
\boldsymbol{t}_{111} & =\left(\boldsymbol{A}_{111}^{T} \boldsymbol{A}_{111}\right)^{-1} \boldsymbol{A}_{111}^{T} \boldsymbol{b}_{111} \\
\boldsymbol{A}_{111} & =\left[\begin{array}{c}
\boldsymbol{A}_{11} \\
\boldsymbol{w}_{111}^{T}
\end{array}\right], \quad \boldsymbol{b}_{111}=\left[\begin{array}{c}
\boldsymbol{b}_{11} \\
0
\end{array}\right] . \tag{50}
\end{align*}
$$

If $\boldsymbol{v}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}$, i.e., the lines in the same coordinate system are nonparallel, then $\operatorname{rank}\left(\boldsymbol{A}_{11}\right)=3$. The linear system (44) has solutions if and only if $\operatorname{rank}\left(\left[\boldsymbol{A}_{11} \mid \boldsymbol{b}_{11}\right]\right)=3$, which requires

$$
\begin{align*}
& l\left(\mathcal{L}_{r}^{i}, \mathcal{L}_{r}^{j}\right)-l\left(\mathcal{L}_{c}^{i}, \mathcal{L}_{c}^{j}\right)=\left(\boldsymbol{R} \boldsymbol{u}_{r}^{i}-\boldsymbol{u}_{c}^{i}\right)^{T} \boldsymbol{v}_{c}^{j} \\
&+\left(\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j}\right)^{T} \boldsymbol{v}_{c}^{i}=0 \tag{51}
\end{align*}
$$

where $l\left(\mathcal{L}^{i}, \mathcal{L}^{j}\right)=\boldsymbol{u}^{i^{T}} \boldsymbol{v}^{j}+\boldsymbol{u}^{j^{T}} \boldsymbol{v}^{i}$ represents the vertical distance between two 3-D lines. Criterion (51) means that the vertical distance between two lines in the current frame equals to that between the corresponding two lines in the reference frame. If (51) is satisfied, the translation is constrained and can be computed by

$$
\begin{equation*}
\boldsymbol{t}=\left(\boldsymbol{A}_{\mathrm{ll}}^{T} \boldsymbol{A}_{\mathrm{ll}}\right)^{-1} \boldsymbol{A}_{\mathrm{ll}}^{T} \boldsymbol{b}_{\mathrm{ll}} \tag{52}
\end{equation*}
$$

## C. Plane-Line Case

$$
\mathcal{F}_{c}^{i}=\pi_{c}^{i}, \mathcal{F}_{r}^{i}=\pi_{r}^{i}, \mathcal{F}_{c}^{j}=\mathcal{L}_{c}^{j}, \mathcal{F}_{r}^{j}=\mathcal{L}_{r}^{j} .
$$

In this case, one pair of planes ( $\pi_{c}^{i}$ and $\pi_{r}^{i}$ ) and one pair of lines $\left(\mathcal{L}_{c}^{j}\right.$ and $\left.\mathcal{L}_{r}^{j}\right)$ are considered. If their orientations are aligned by $\boldsymbol{R} \in \mathcal{R}$, the consistent translation that makes $\mathcal{N}^{i}$ and $\mathcal{N}^{j}$ internode consistent is computed by solving the following equation:

$$
\begin{align*}
\boldsymbol{n}_{c}^{i^{T}} \boldsymbol{t} & =d_{r}^{i}-d_{c}^{i} \\
{\left[\boldsymbol{v}_{c}^{j}\right]_{\times} \boldsymbol{t} } & =\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j} . \tag{53}
\end{align*}
$$

Rewrite (53) in a matrix form as

$$
\begin{align*}
\boldsymbol{A}_{\mathrm{pl}} \boldsymbol{t} & =\boldsymbol{b}_{\mathrm{pl}}  \tag{54}\\
\boldsymbol{A}_{\mathrm{pl}} & =\left[\begin{array}{c}
\boldsymbol{n}_{c}^{i} \\
{\left[\boldsymbol{v}_{c}^{j}\right]_{\times}}
\end{array}\right], \quad \boldsymbol{b}_{\mathrm{pl}}=\left[\begin{array}{c}
d_{r}^{i}-d_{c}^{i} \\
\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j}
\end{array}\right] . \tag{55}
\end{align*}
$$

If $\boldsymbol{n}_{c}^{i^{T}} \boldsymbol{v}_{c}^{j}=0$, i.e., the plane and the line in the same coordinate system are parallel to each other, then $\operatorname{rank}\left(\boldsymbol{A}_{\mathrm{pl}}\right)=2$ because $\boldsymbol{n}_{c}^{i}$ is in the column space of $\left[\boldsymbol{v}_{c}^{j}\right]_{\times}$. Thus, $\operatorname{rank}\left(\left[\boldsymbol{A}_{\mathrm{pl}} \mid \boldsymbol{b}_{\mathrm{pl}}\right]\right)=2$ holds true if

$$
\begin{align*}
& l\left(\pi_{r}^{i}, \mathcal{L}_{r}^{j}\right)-l\left(\pi_{c}^{i}, \mathcal{L}_{c}^{j}\right)=\boldsymbol{n}_{c}^{i}{ }^{T}\left[\boldsymbol{v}_{c}^{j}\right]_{\times}\left(\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j}\right) \\
&+\left(d_{r}^{i}-d_{c}^{i}\right)=0 \tag{56}
\end{align*}
$$

where $l(\pi, \mathcal{L})=\boldsymbol{n}^{T}[\boldsymbol{v}]_{\times} \boldsymbol{u}+d$ represents the vertical distance between $\pi$ and $\mathcal{L}$ which are parallel to each other. In other words, if the vertical distance between the plane and the line in the current frame equals to that in the reference frame, the linear system (54) has solutions which have one DoF

$$
\begin{equation*}
\boldsymbol{t}=\boldsymbol{t}_{\mathrm{pl} 1}+\mu \boldsymbol{w}_{\mathrm{p} 11} \tag{57}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{w}_{\mathrm{pl} 1} & =\boldsymbol{v}_{c}^{j}, \mu \in \mathbb{R} \\
\boldsymbol{t}_{\mathrm{pl} 1} & =\left(\boldsymbol{A}_{\mathrm{pl} 1}^{T} \boldsymbol{A}_{\mathrm{pl} 1}\right)^{-1} \boldsymbol{A}_{\mathrm{p} 11}^{T} \boldsymbol{b}_{\mathrm{pl} 1} \\
\boldsymbol{A}_{\mathrm{pl} 1} & =\left[\begin{array}{c}
\boldsymbol{A}_{\mathrm{pl}} \\
\boldsymbol{w}_{\mathrm{pl} 1}^{T}
\end{array}\right], \quad \boldsymbol{b}_{\mathrm{pl} 1}=\left[\begin{array}{c}
\boldsymbol{b}_{\mathrm{pl} 1} \\
0
\end{array}\right] . \tag{58}
\end{align*}
$$

If $\boldsymbol{n}_{c}^{i}=\boldsymbol{v}_{c}^{j}$, i.e., the line is vertical to the plane in the same coordinate system, then $\operatorname{rank}\left(\boldsymbol{A}_{\mathrm{pl}}\right)=3$. As known from Algorithm 1, in this case, the consistent rotation has one DoF. Solving (54) directly yields

$$
\begin{align*}
\boldsymbol{t} & =\left(d_{r}^{i}-d_{c}^{i}\right) \boldsymbol{n}_{c}^{i}-\left[\boldsymbol{v}_{c}^{j}\right]_{\times}\left(\boldsymbol{R} \boldsymbol{u}_{r}^{j}-\boldsymbol{u}_{c}^{j}\right) \\
& =\left(d_{r}^{i}-d_{c}^{i}\right) \boldsymbol{n}_{c}^{i}+\boldsymbol{v}_{c}^{j} \times \boldsymbol{u}_{c}^{j}+\boldsymbol{R}\left(\boldsymbol{u}_{r}^{j} \times \boldsymbol{v}_{r}^{j}\right) \\
& =\boldsymbol{t}_{\mathrm{p} 12}+\boldsymbol{R} \boldsymbol{w}_{\mathrm{pl} 2}, \quad \boldsymbol{R} \in \mathcal{R} . \tag{59}
\end{align*}
$$

It is obvious from (59) that the resultant translation $t$ has one $\operatorname{DoF} \varphi$ as the rotation $\boldsymbol{R}$ does.
If $\boldsymbol{n}_{c}^{i^{T}} \boldsymbol{v}_{c}^{j} \neq 0$ and $\boldsymbol{n}_{c}^{i} \neq \boldsymbol{v}_{c}^{j}$, then $\operatorname{rank}(\boldsymbol{A})=3$. In this case, $\operatorname{rank}([\boldsymbol{A} \mid \boldsymbol{b}])=3$ holds true. Thus, the translation is constrained and can be computed directly by

$$
\begin{equation*}
\boldsymbol{t}=\left(\boldsymbol{A}_{\mathrm{pl}}^{T} \boldsymbol{A}_{\mathrm{pl}}\right)^{-1} \boldsymbol{A}_{\mathrm{pl}}^{T} \boldsymbol{b}_{\mathrm{pl}} . \tag{60}
\end{equation*}
$$
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