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To be addressed

• Plane Feature based SLAM

• Plane extraction (geodesic dome)
• Plane matching (interpretation tree)
• Camera pose estimation (shadows on plane)
• Loop closing and map optimization (?)



Plane extraction

Plane extraction

• orientation histogram{
θ = arccos(nz)

ϕ = atan2(ny,nx)

• RANSAC to fit plane.



Plane extraction

Surface normal distribution

• ∀P(Xc,Yc,Zc), the direction vector from P to Oc is

dPO =− 1
η

[
(u−u0)px,(v− v0)py, f

]T
where (u,v) is the pixel coordinate, and η is the
normalization factor.

• nP is the surface normal estimated at dPO.

• nP satisfies
nT

PdPO > 0.



Plane extraction

Surface normal distribution

• rewrite it as

(u−u0)pxnx + (v− v0)pyny + fnz < 0

holds true for each (u,v) on image plane.

•



Plane extraction

Surface normal distribution



Plane extraction

Tesselation of a Sphere

• Ideally the cells should satisfy the
following criteria:

1) All cells have the same shape and area.
2) The division should be fine enough to

provide good angular resolution.
3) For some rotations, the cells should be

brought into coincidence with themselves.



Plane extraction
Tesselation of a Sphere

• Tesselations based on regular polyhedra:
• only five regular solids: tetrahedron, hexahedron,

octahedron, dodecahedron, and icosahedron.
• only 13 semi-regular polyhedra: five truncated regular

polyhedra, cuboctahedron, icosidodecahedron, snub
cuboctahedron, snub icosidodecahedron, truncated
cuboctahedron, rhombicuboctahedron, truncated
icosidodecahedron, and the rhombicosidodecahedron.

• They do not provide us with fine enough tesselations.



Plane extraction

Tesselation of a Sphere



Plane extraction
Tesselation of a Sphere

• Geodesic dome.

• Start from polyhedra composed of
triangular facets. (isosahedron,
pentakis dodecahedron)

• Each of the edges of the triangular
cells of the original polyhedron are
divided into f sections. (f is called
the frequency of the geodesic
division.)

• The result is that each face is
divided into f 2 triangles.

• It is possible to proceed
hierarchically, particularly if the
frequency is a power of two.



Plane matching
Interpretation tree

• Problem statement
• Given

• A list of plane feature descriptors from the reference scan.
• A list of plane feature descriptors form the current scan.
• A list of geometric constraints that the plane features must

satisfy.

• Find a mapping between plane features from two scans
such that the features match correctly and satisfy the
geometric constraints.



Plane matching

Interpretation tree



Camera pose estimation
Constraint analysis

H =
N

∑
i=1

ncinT
ri = UΛVT = λ1u1vT

1 + λ2u2vT
2 + λ3u3vT

3

objective function is

J = JR + Jt = ∑
i
‖nri−R ·nci‖+∑

i
[dri− (dci + nT

rit)]2

define w = [wφ ,wt], for the 6-DoF transformation.
the variations caused by wφ and wt are

∆JR =
∂JR

∂wφ

∆wφ = 2∑(nri×nci)
T∆wφ = 2∑(∆wR×nri)

Tnci

∆Jt =
∂Jt

∂wt
∆wt = 2∑(dci−dri) ·nri ·∆wt



Camera pose estimation

Constraint analysis
the scatter matrix for wφ and wt are

CR = ∑
∂JRi

∂wφ

∂JRi

∂wφ

T

= 4∑(nri×nci)(nri×nci)
T

Ct = ∑
∂Jti

∂wt

∂Jti

∂wt

T

= 4∑(dri−dci)
2 ·nrinT

ri

the whole scatter matrix for w is

C =
∂Ji

∂w
∂Ji

∂w

T

= 4∑

[
(nri×nci)(nri×nci)

T 03×3

03×3 (dri−dci)
2 ·nrinT

ri

]

then
∆J2 = ∆wC∆w



Camera pose estimation
Constraint analysis

• 6-DoF case
the transformation R and t can be determined by plane parameters.

• 5-DoF case
R and t1 + t2, where t2 = µv3

R and t1 can be determined by plane parameters.
λ3 = 0, nT

ciu3 = 0, nT
riv3 = 0 [

0
v3

]T

C

[
0
v3

]
= 0

so if w = α[0,vT
3 ]T then ∆J2 = 0

i.e. if w is along w = [0,vT
3 ]T , it will have no impact on J.

• 3-DoF case
λ2 = λ3 = 0
(nri×nci)

T · v1 = (v1×nri)
T ·nci = 0

so if w = [vT
1 ,αvT

2 + βvT
3 ]T , then ∆J2 = 0



Camera pose estimation

Plane filtering

F(u,v) = Cdepth(u,v)[Col(u,v) + Ccenter(u,v) ·Edg(u,v)]

where

• Cdepth(u,v) = k1
1

σ2
d

[K. Khoshelham, Sensors, 2012]

• Ccenter(u,v) = k2 [|u− cx|+ |v− cy|]
• Col(u,v) = g(u,v)⊗ c(u,v)

• Edg(u,v) = d(u,v)⊗ e(u,v), where c(u,v) and e(u,v) are
convolution kernel



Camera pose estimation

Shadows on plane

• in current frame:
• plane cπ = [cnT , cd]T

• projecting cp onto plane cπ

yields

cpπ =
cd

cnT cp
cp (1)

• in reference frame:

rpπ =
rd

rnT rp
rp (2) { }ref

{ }cur

r c

c pr p

r p
c p

,R t



Camera pose estimation

Shadows on plane

• Outline
• filter the shadow boundaries cpπ and rpπ on

planes for two frames.
• project the boundary points to image, and find

the corresponding “object” boundaries cp in 3d
camera frame that cause the shadows on
planes.

• transform cp using R, t yielding rp′ = T(cp).
• project rp′ to planes via (2) yielding rp′π .
• align rp′π with rpπ .

{ }ref
{ }cur

r c

c pr p

r p
c p

,R t

plane

object
image

camera

c p

c p



Camera pose estimation

Shadows on plane

• Alignment of rp′π and rpπ .
• define 2d coordinate system on plane rπ.

• origin: Oπ =−rd · rn.
• axis: any two orthogonal unit vectors u,v

on rπ.

• transformation from 3d camera coordinate to
2d plane coordinate.

• 2d coordinate qπ = [u,v]T

• u = aT u
• v = aT v
• where a is the vector from Op to rpπ

• PMICP [R. Guo, 2009]

{ }ref

r
pO

u

v
r pa



Camera pose estimation

Shadows on plane

• Some drawbacks

{ }ref
{ }cur

{ }ref

{ }cur

{ }ref
{ }cur

{ }ref

{ }cur



Loop closing and map optimization

Loop closing



Loop closing and map

Map optimization
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